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1
Martin Fleischmann1 – The Scientist

and the Person

A group of electrochemists whose lives were enhanced by their contacts with Martin
Fleischmann have joined together to produce this book; it is intended to celebrate the
legacy that he has left to modern electrochemistry. Martin was an outstanding scientist with
a great vision that allowed him to initiate a number of fields of activity. His detailed grasp

1Figure reproduced from http://en.wikipedia.org/wiki/File:Fleischmann-cf.jpg

Developments in Electrochemistry: Science Inspired by Martin Fleischmann, First Edition.
Edited by Derek Pletcher, Zhong-Qun Tian and David E. Williams.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.
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2 Developments in Electrochemistry

of chemistry, physics and mathematics provided a background for a continuous flow of
new approaches and experiments. Martin was essentially “an ideas man.” Indeed, often his
ideas were ahead of the ability of equipment to carry out the experiments, and it was only a
few years later that the ideas came to fruition and it became possible to obtain high-quality
experimental data. As can be seen by the authorship of the following chapters, this ability
to be ahead of “the state-of-the-art,” combined with inspirational leadership, made him a
reliable stepping stone to successful careers for many of his coworkers. His enthusiasm for
science, combined with a very warm personality and a lifetime’s interest in the arts, skiing,
food and wine, led him to have a large group of friends, ex-students and other coworkers,
throughout the world. Stories about Martin abound, and a few of these are set out below.
Indeed, the affection with which Martin is held can be seen in all the following chapters.
All authors have, however, been asked to concentrate on the developments from the work
of Fleischmann that are important now, and hence to produce a book that is relevant to
“Electrochemistry in 2014.” This would surely have been the wish of Martin Fleischmann.

Martin Fleischmann FRS was born in Karlsbad, Czechoslovakia in March 1927 to a
wealthy, German-speaking family. His father was a well-known lawyer and his mother
the daughter of a senior Austrian civil servant whose family traced its roots back to the
thirteenth century in Prague. In Martin’s own words, he was born into a castle with a
fantastic collection of paintings. All this was to change dramatically, however. His parents
were vocal opponents of the Nazi regime and, inevitably, they were forced to flee their
home and leave behind all their possessions. They arrived in England after a lengthy and
dangerous journey by taxi and train through Germany and Holland with a total of £1.30
in their purse! Following a period living in a “chicken hut,” and the death of his father
resulting from injuries received during a period of imprisonment by the Nazis, the family
circumstances began to improve. Support from a refugee committee led to the lease of
a cottage in Rustington (Sussex), where his mother was to start a business making dolls
(that was to continue for more than 30 years, http://www.oldcottagedolls.co.uk) and Martin
went back to education at Worthing High School for Boys. During the war he served in
the Czech Air Force Training Unit. Martin was both an Undergraduate and Postgraduate
in the Department of Chemistry at Imperial College London. During these student days he
courted – and married – Sheila, who was to be his wife and support for 62 years. Together,
they brought up three children, Nicholas, Vanessa and Charlotte, and Martin was always
a devoted and stimulating father. He died on August 3rd, 2012 at the age of 85 after an
extended illness.

His introduction to electrochemistry was as a PhD student with Professor Herrington at
Imperial College. His own project concerned the diffusion of electrogenerated hydrogen
through thin palladium foils! Importantly to his later career, he became part of a larger
group that included John Bockris, Brian Conway and Roger Parsons, all to become leading
figures in the world of electrochemistry. These contacts led to a stimulating environment
for discussion and catalyzed broad interests in electrochemistry. After graduation in 1951,
Martin went to the University of Newcastle where he was to interact with Lord Wynne-
Jones, Reg Thirsk, Alan Bewick, Ron Armstrong and Frank Goodridge, amongst others. He
was quickly promoted to a Readership before, in 1967, being appointed to the Faraday Chair
of Chemistry at the University of Southampton where, with the support of Graham Hills,
he was to establish a large Electrochemistry Group that soon had a worldwide reputation
and still flourishes today. Key colleagues included Alan Bewick, Pat Hendra, Bob Jannson,
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Martin Fleischmann – The Scientist and the Person 3

Laurie Peter, Derek Pletcher, Jim Robinson and David Schiffrin. His work in Newcastle
and Southampton led to numerous contributions in:

• Electrochemical nucleation and phase growth

• Surface-enhanced Raman spectroscopy

• In-situ X-ray techniques

• Potentiostat design

• Microelectrodes

• Theory and development of electroanalytical techniques

• Organic electrochemistry

• Electrolytic cell design and electrochemical engineering

• Corrosion

• Electrodes in biological science.

Martin was a consummate mathematician and liked nothing better than a model leading
either to “back-of-the-envelope calculations” or many pages of equations; those who worked
with him were regularly presented with 20 pages of mathematics, scribbled the evening
before and often requiring one to learn about new mathematical transforms or functions!
The idea was always to fit experimental data to the resulting equations, and hence to gain
insight into the fundamentals of the electrode reaction mechanism. Martin already had the
interpretation and conclusions fully worked out and ready for discussion!

During the late 1960s and throughout the 1970s, Southampton was an exciting place
for electrochemists. Lectures and longer visits by the world’s most distinguished electro-
chemists were frequent, while Martin was always full of ideas for new experiments and
would discuss them energetically. The Electrochemistry Laboratory was bigger than many
entire Chemistry Departments at the time, and it had many diverse projects. The atmosphere
at Southampton at the time is captured in Jim McQuillan’s recollection: “From June 1972,
I was a postdoctoral fellow at Southampton with Martin Fleischmann and Pat Hendra.
Both Martin and Pat were innovative scientists who enjoyed competing with each other in
scientific brainstorming and both were excited by the prospect of audacious experiments. I
well remember those sessions when ideas were flying.”

Pat Hendra’s view was that Martin used him as an intellectual “punch bag.” Pat particu-
larly remembers one morning (and there were many like it) when he was giving a tutorial
to a small group of undergraduates. Suddenly, the door crashed open, unseating a secretary
whose desk was behind the door, and in advanced the “Great Man,” as Pat always called
him. With the oh so familiar words, “I’ve had an idea,” he started to outline it! He was, of
course, bearing a coffee cup in his left hand and spilling some on the floor! Several minutes
later, after repeated reassurances that Pat would find him after the end of teaching, Martin
left to acquire another coffee while Pat returned to his students. No more tutorial – they
were speechless. “Who was THAT?” Pat was left to explain that they had been privileged
to see a genius at work!

Martin was involved in the early years of the International Society of Electrochemistry,
and served as both its Secretary/Treasurer (1964–1967) and President (1973–1974). He
was for a period Head of Chemistry in Southampton, and also served on Research Councils
and National Committees, duties that he carried out in his own particular style. Again,
his lasting contributions were ideas. He was not a detailed administrator; Derek Pletcher
describes how Martin’s office was always covered with stacks of reports/correspondence
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4 Developments in Electrochemistry

and so on, and if your particular interest dropped below a certain level in the piles you
were wise to sneak in and return it to the top of the stack. Martin’s then secretary, Kate,
had a system where piles were regularly moved to boxes in a cupboard and then destroyed,
if MF had not noticed, in two years! Derek also commented that he used to tease Martin:
“The only admin that you do efficiently is to book your skiing holidays.” Despite these
shortcomings, Martin was an effective leader with a great talent for inspiring novel research
activity.

Martin’s work led to a large number of publications in scientific journals (see the list
below), many plenary lectures at conferences, and also invitations to visit laboratories
throughout the world. Recognition peaked with the election to Fellowship of the Royal
Society in 1985. He was also awarded several medals, perhaps the most prestigious being
the Electrochemistry and Thermodynamics Medal (1979) of the Royal Society of Chemistry,
and the Olin Palladium Medal (1986) of the US Electrochemical Society.

Martin Fleischmann took early retirement from Southampton in 1983 but, despite some
serious health problems, he was to remain a very active scientist for a further 25 years.
He continued to collaborate with colleagues in Southampton but spent extended periods
at Harwell, the University of Utah, and the Laboratories of IMRA (part of Toyota) in the
South of France. David Williams remembers first meeting Martin on a staircase during
a scientific meeting and asking whether he would like to think about applying stochastic
modeling to the problem of pitting corrosion; this topic piqued Martin’s interest and led to
a longstanding collaboration. The period with Stan Pons in Utah led to a large volume of
publications related to the theory and practice of microelectrodes. Also, of course, Salt Lake
City saw the early experiments that led to the birth of “Cold Fusion,” and these continued in
France. Later, Martin became a more itinerant scientist working with several laboratories,
especially in the USA and Italy; he remained a focus for work on “cold fusion” but his
interest in nucleation, biological systems and microelectrodes was undimmed. He also
developed an enthusiasm for the applications of quantum electrodynamics to explaining
scientific observations, but because of ill-health many of these ideas never matured into the
published literature.

Details of all his scientific endeavors can be seen both in the following chapters and
the list of his publications. Here, we will only summarize some highlights. During the
early 1950s, Martin Fleischmann recognized the importance of “potential” in determining
the rate of electrode reactions, and set out to design instrumentation that was capable of
potential control and variation in a programmed way. These potentiostats and function
generators were large, unreliable and often temperamental (literally, sparks could fly!) but,
when working, they allowed new experiments. Later generations of such instrumentation
remain essential to all electrochemical experiments in laboratories throughout the world.
At the same time, Martin started to study the early stages of the deposition of conduct-
ing materials on electrode surfaces. The theory of nucleation and growth of such phases
remained an interest throughout his life, and this is reflected in recent papers. Martin was
one of the first to recognize the need for spectroscopic methods capable of interrogating the
interface between electrodes and solutions. In particular, he developed surface-enhanced
Raman spectroscopy(SERS), and in 1974 published the first such spectrum. Later, it was
shown that SERS could provide new insights into many systems. The application of ultra-
microelectrodes was another topic developed in his laboratory that was to become a routine
laboratory technique. Martin also championed the use of electrolysis for the manufacture of
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chemicals and started an electrochemical engineering group charged with the development
and study of novel flow cell designs, including cells with three-dimensional electrodes.

Martin had a career-long interest in the palladium/hydrogen system, piqued by his PhD
studies and stimulated by further results from experiments performed by one of his students
during the late 1960s that he could not “fully explain.” This eventually led to the experiments
that were to claim “excess heat” and the birth of “cold fusion.” The concept promised a
final solution to meeting the need for energy generation, thereby creating enormous interest.
The concept of “cold fusion” was, however, totally contrary to accepted wisdom, and the
experiments could only be reproduced in some laboratories. Overall, the response of most
scientists was extremely hostile and often very personal, and not helped by the unfortunate
way that the effect was announced at a news conference in Salt Lake City. This was all a
great sadness to Martin, and contributed to his poor health. Certainly, to the end Martin
remained willing to defend the underlying concepts as well as his experiments; he believed
that there was an unusual phenomenon that deserved further study. It is inevitable and
appropriate that this book contains a chapter on cold fusion that takes a positive view.
Whatever one’s opinion about cold fusion, however, it should not be allowed to dominate
our view of Martin Fleischmann as a remarkable and outstanding scientist. Even those
who were amongst his critics would agree. David Williams, heavily critical of cold fusion,
remembers Martin as a kind personality full of energy and enthusiasm as well as a quirky
humor and, most importantly, with a deep insight into scientific problems.

Laurence Peter recalls: “Martin was a real European intellectual with broad interests
in the arts (and wine) as well as science. I first met him in 1966; needless to say I was
absolutely captivated by Martin, his Central European accent and dynamic personality and
this led me to a career in electrochemistry.” Those who have worked with him all agree that
Martin was a formative influence on a whole generation of electrochemists. We remember
those wonderful ideas sessions in and around the laboratory; Martin taught that science is
great fun, and his love of skiing, food, good wine and a good joke were never far from the
surface. He was also a generous and kind man. Marco Musiani remembers being a visitor
to Southampton for a summer and reporting to Martin that his family’s apartment had been
burgled. The immediate response was that Marco’s wife and daughter could not stay in the
flat; Martin’s house and car were offered as Martin and his wife were to be in the USA. In
consequence, the Musiani family were to enjoy a memorable month in an English country
house and village.

Another abiding memory of Martin Fleischmann is the ending of a BBC documentary
on “Cold Fusion.” He appears purchasing cream cakes from a patisserie in the South of
France with the accompaniment of Edith Piaf singing “Je ne regrette rien”!

The Publications of Martin Fleischmann

Electrochemical Nucleation and Phase Growth

(1) Fleischmann, M. and Thirsk, H.R. (1955) An investigation of electrochemical kinetics at con-
stant overpotential – the behaviour of the lead dioxide electrode. Transactions of the Faraday
Society, 51, 71.
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A Critical Review of the Methods

Available for Quantitative Evaluation
of Electrode Kinetics at Stationary

Macrodisk Electrodes

Alan M. Bond, Elena A. Mashkina and Alexandr N. Simonov
Monash University, School of Chemistry, Australia

The evaluation of the thermodynamics and kinetics of an electron transfer reactions is
frequently the objective of voltammetric studies. The reaction

Redsoln
E0,k0,𝛼

−−−−−−−−−→←−−−−−−−−−Oxsoln + e− (2.1)

may be fully characterized by determination of the standard potential (E0), the heteroge-
neous charge transfer rate constant (k0), and the charge transfer coefficient (𝛼), if Butler–
Volmer electron transfer theory is employed. In dynamic electrochemistry, electron transfer
is coupled to mass transport, as an electroactive species must be able to move from the bulk
solution phase to the electrode; alternatively, if generated at the electrode it must be able
to move away from the electrode into the bulk solution. If voltammetry is carried out in a
still solution and in the presence of excess electrolyte, then diffusion will be the dominant
form of mass transport. Another key parameter determining the response to a dynamic
electrochemical experiment is the uncompensated resistance (Ru); the contribution of this
term is of course governed by Ohm’s law. In transient voltammetric studies at macrodisk
electrodes, the magnitude of double-layer capacitance (Cdl) also needs to be known as this
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term will be used to define the background current which contributes to the total current
(the sum of faradaic current from electron transfer and capacitance current). Double-layer
capacitance models are available to describe the background current.

Diffusion is governed by the geometry of the electrode, and the diffusivity is quantified
by the diffusion coefficient (D). A typical three-electrode cell used in voltammetry is
shown in Figure 2.1, where the working, reference and auxiliary electrodes are present
and combined with a potentiostat (see Refs [1–3] for details). In principle, if a macrodisk
working electrode of the type shown in Figure 2.1 is used, and the reaction of interest at the
working electrode occurs as described by Equation (2.1), then mass transfer will occur in
accordance with Fick’s laws for linear (planar) diffusion. However, there could be a small
contribution from radial (edge) diffusion associated with the edge (Figure 2.1, structure
A) and perfect sealing between the Teflon, glass or other material holding the electrode in
place is needed. If the edge effect is to be removed completely, then the electrode design
shown in Figure 2.1 structure B could be employed, although this has rarely been done in
recent times. An alternative is to model the diffusion at the edge by invoking Fick’s laws
for radial diffusion.

A quantitative evaluation of electrode kinetics for even the simplest process is, therefore,
a complex matter requiring knowledge of, at least, E0, k0, 𝛼, D, Ru, and Cdl, assuming that
the electrode area (A), concentration of electractive species and temperature (T) are known
from independent sources. This implies that the modeling of a dynamic electrochemical
experiment will require a combination of the Nernst equation, Butler–Volmer kinetics,
Ohms law, double-layer theory and Fick’s laws. Because of: (i) the number of parameters
required in the modeling and their widely varying magnitudes; and (ii) commonly, the lack
of analytical mathematical solutions to the theory, the reproducibility of electrode kinetic
parameters reported from laboratory to laboratory remains poor, despite the theory and the
numerical methods for its solution now being well understood.

In this chapter, a critical overview is provided of quantitative electrode kinetic studies
of fast reactions using the ubiquitous macrodisk electrode under conditions of transient

(A) (B)

Figure 2.1 Schematic representation of a three-electrode cell configuration comprising a
macrodisk working electrode (constructed from Pt, Au, carbon, etc.) reference electrode (e.g.,
Ag/AgCl) and an auxiliary electrode (e.g., Pt mesh). In configuration (A), diffusion (planar
plus radial) towards a macrodisk electrode is illustrated with a conventional working elec-
trode design. In configuration (B), the macrodisk working electrode is installed inside a tube
to remove edge (radial) diffusion.
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voltammetry, with a focus on the analysis of the seemingly simple process given in Equa-
tion (2.1). During the past 50 years, the most commonly used voltammetric method for
quantifying electrode kinetics has been DC cyclic voltammetry at a stationary macrodisk
electrode. However, numerous other waveforms and procedures are now available. The
advantages provided by AC waveforms superimposed on the DC potential, as employed
in the technique of AC voltammetry, will be considered in this chapter, as will the use
of modern e-science methods for the comparison of experiment and theory. The use of
steady-state conditions achieved with microdisk or rotated electrodes and other methods
available for studies of the electrode kinetics will be addressed in other chapters.

Throughout his career, Martin Fleischmann – to whom this book is dedicated – was
extremely interested in electrode kinetics. Indeed, his first paper in 1955 [4] was entitled
“An investigation of electrochemical kinetics at constant overvoltage – The behaviour of
the lead dioxide electrode.” Fleischmann commonly used macrodisk electrodes and DC
cyclic voltammetry under stationary solution conditions, but he was also very adventurous
in developing novel electrochemical cells to overcome problems with resistance or capac-
itance. He was also active in introducing new methods to access faster kinetic regimes
and implementing advanced mathematical approaches, statistics and modeling needed to
quantitatively describe the electrode kinetics (see Chapter 1). Thus, to adopt Fleischmann’s
philosophy the chapter will move beyond the well-established approaches and consider
the advantages of introducing sophisticated forms of data analysis, such as semiintegra-
tion or applying Fourier transform methods of data analysis when a transient waveform is
superimposed onto the ramp used in conventional DC cyclic voltammetry. The overall goal
is to design experiments, to develop appropriate mathematical treatments of the theory,
and to introduce rigorous theory-experiment comparisons to obtain high-quality and reli-
able kinetic parameters for experiments at macrodisk electrodes. Indeed, results are now
converging in terms of quality and sensitivity towards those obtained with microdisk or
hydrodynamic electrodes under near steady-state environments.

2.1 DC Cyclic Voltammetry

2.1.1 Principles

It is convenient to describe the theory of voltammetry by considering the oxidation form of
the half-cell reaction given in Equation (2.1). A current–potential-time (I-E-t) relationship
under these conditions, which constitutes a description of a voltammogram, can be given
by the expression:

I = F ⋅ A ⋅ k0 ⋅
(

CRed
x=0(t) ⋅ exp

(
(1 − 𝛼) ⋅

F(E − E0)
RT

)
− COx

x=0(t) ⋅ exp
(
−𝛼 ⋅ F(E − E0)

RT

))
(2.2)

where F = 96 485 (C mol–1) is the Faraday constant; A (cm2) is the surface area of the
electrode, k0 (cm s–1) is the heterogeneous charge transfer rate constant, CRed

x=0(t) and COx
x=0(t)

(mol cm−3) are the concentrations of Red and Ox at the working electrode surface (where
x, the distance from the surface, is zero) as a function of time (t(s)), 𝛼 is the charge transfer
coefficient, E (V) is the true potential of the electrode (exclusive of ohmic (IRu) drop),
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and E0 (V) is the formal potential of the Red/Ox couple relative to a reference couple
[2]. According to the IUPAC convention as adopted in this chapter, oxidation gives rise to
positive current, and reduction to negative current [5].

Equation (2.2) describes the electron transfer in terms of Butler–Volmer (BV) param-
eterization [6], which is based on macroscopic concepts, assuming a linear dependence
of the standard free energies of activation for oxidation and reduction on the potential
with the proportionality being expressed in terms of the charge transfer coefficient, 𝛼. In
principle, 𝛼 may be potential-dependent; however, voltammetric experiments at macroelec-
trodes associated with fast electrode kinetics and dissolved species are normally analyzed
over a small overpotential (𝜂) range (typically, 𝜂 = E0 – E ≤ 0.2 V), so the assumption of
the constancy of 𝛼 can be invoked. Ideally, 𝛼 is expected to be equal to or close to 0.5 for a
simple outer sphere process of the type described by Equation (2.1). Significant deviations
from 0.5 will result in an asymmetry of the voltammogram, and are often indicative of
either an underestimation of the complexity of the actual mechanism or inapplicability of
the BV relationship for describing the heterogeneous electrode kinetics. In the latter case,
more advanced contemporary theory based predominantly on developments by Marcus [7]
and Hush [8] (MH) needs to be employed. However, in practice, the need to invoke the MH
formalism, which takes account of the nature and structure of the solvent, reacting species
and electrode material on the kinetics, is rarely required in voltammetric studies of fast
process at macroelectrodes [9]. In general, BV parameterization and MH theory provide
indistinguishable k0 values and the same dependence of the rate of the electron transfer
on potential at low 𝜂. Hence, all simulations and theoretical treatments discussed in this
chapter are based on the BV relationship.

From an experimental point of view, voltammetry gives rise to an I-E-t relationship or
voltammogram, when the current caused by an electrochemical transformation is measured
as a function of a time-dependent electrode potential. In DC voltammetry, the potential is
usually varied by applying a constant scan rate v (V s−1; Figure 2.2) between the potential
Estart and Esw1 or Esw2.

The theory is simplest when a truly linear E-t ramp is used; however, the E(t) dependence
applied by many contemporary potentiostats is a step function (inset in Figure 2.2) when this
type of experiment is usually referred to as “staircase” voltammetry. In the staircase mode,
the current is commonly sampled either at the end of each step or is represented as an average
or integrated value. Data derived from staircase voltammetry should be interpreted with
caution but if the step size is small enough an analysis of data from the staircase potential
ramp will produce results consistent with theoretical expectations based on a linear ramp,

Figure 2.2 In DC cyclic voltammetry, the potential is swept from Est to switching potential
Esw1 and to the final (Efin) or second switching potential (Esw2), etc.
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as demonstrated in numerous publications. In this chapter, it will be assumed that either: (i)
a potentiostat having the capacity of generating voltammograms corresponding to the truly
linear ramp has been used; or (ii) that the magnitude of each potential step in the staircase
ramp is sufficiently small that the data obtained are indistinguishable from those obtained
with a linear ramp.

Figures 2.3a–c show simulated cyclic voltammograms at a macrodisk electrode with
designated k0 values when initially only the reduced form is present in the bulk solution.
For a process with extremely fast electron-transfer kinetics (e.g., k0 = 104 cm s−1), usually
described as “reversible”, the peak-to-peak separation, ΔEp = Ep

a – Ep
c, approaches the

ideal value of 2.218⋅RT/F (0.057 V at 298 K) when the switching potential is far enough
from E0 [2, 10] (Figure 2.3a). When k0 = 10–3 cm s–1, this gives rise to the so-called
“quasi-reversible” case where ΔEp is larger than for a reversible process (Figure 2.3b). A
decrease of k0 down to 10−6 cm s−1 gives the so-called “electrochemically irreversible”
system, characterized by very large peak-to-peak separations (Figure 2.3c).

An example of a “chemically irreversible” system is also provided (Figure 2.3d), where
an electrochemically fast oxidation process is followed by a fast and irreversible chemical
transformation of species Ox to a new compound, X. Although there are differences in the
profiles of the voltammograms presented in Figure 2.3c and d, which would be detected
by an experienced electrochemist, it is easy to confuse “electrochemical” and “chemical”

(a) (b)

(c) (d)

Figure 2.3 DC cyclic voltammograms (v = 0.10 V s−1) for: (a) reversible (k0 = 104 cm s−1);
(b) quasi-reversible (k0 = 10−3 cm s−1); (c) electrochemically irreversible (k0 = 10–6 cm s–1);
and (d) chemically irreversible (k0 = 104 cm s−1; kf = 105 s−1; kb = 0 s−1) one-electron charge
transfer processes. Simulations are based on Equation (2.1) and use of the BV formalism for
electron transfer with 𝛼 = 0.50. Other parameters: E0 = 0.000 V; CR

0 = 1.0 mM; CO
0 = 0.0 mM;

all D = 1.0 × 10–5 cm2 s–1; A = 0.07 cm2; Ru = 0 Ω; CDL = 0 𝜇F cm−2; T = 298 K.
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irreversibility, particularly in a case where the initial potential in a cyclic voltammogram
is set to a value that does not allow registration of the reverse peak shown in Figure 2.3c.
In this chapter, it is the quasi-reversible process that is of major interest, particularly when
the reversible limit is approached – that is, the system has fast electrode kinetics.

2.1.2 Processing DC Cyclic Voltammetric Data

For many years, the dependence of the peak-to-peak separation determined from cyclic
voltammograms for a “quasi-reversible” process was almost invariably used to estimate
k0, using data in a “look-up table” provided by Nicholson [11]. This table provides the
correlation of ΔEp and a dimensionless function 𝜓 which is defined as:

𝜓 =

(
DRed

DOx

)𝛼∕2

(
𝜋 ⋅ DRed ⋅ n ⋅ F

R ⋅ T

)1∕2
⋅

k0

v1∕2
(2.3)

The link between 𝜓 and ΔEp is exemplified in Table 2.1, when 𝛼 = 0.50. A typical strat-
egy employed in the use of this method is to record cyclic voltammograms at increasing
values of v, until a significant deviation of ΔEp from the reversible limit of 2.218⋅RT/nF is
attained. In the case of fast kinetics (k0 above ca. 0.1 cm s–1) the values of v required for
reliable application of the Nicholson method exceed 1 V s−1, which imposes significant
limitations. Even a well-designed electrochemical cell and careful alignment of working
and reference electrodes (or the use of a Luggin–Huber capillary) does not completely
eliminate the influence of uncompensated resistance (Ru), especially when the experiment
is performed in an organic solvent containing a supporting electrolyte or in a relatively
poorly conducting ionic liquid. The influence of Ru on the cyclic voltammetric response,
like slow electrode kinetics, is to increase ΔEp (Figure 2.4). The voltammograms in
Figure 2.4 illustrate that the contribution of Ru and sluggish electrode kinetics are practically
indistinguishable, although this ambiguity can be resolved by undertaking measurements

Table 2.1 Correlation of ΔEp⋅n and parameter 𝜓
defined by Equation (2.3), as derived by Nicholson
[11] (T = 298 K, 𝛼 = 0.5, Esw1 – E0 = 0.141/n).

𝜓 ΔEp⋅n (V) 𝜓 ΔEp⋅n (V)

20 0.061 1 0.084
7 0.063 0.75 0.092
6 0.064 0.50 0.105
5 0.065 0.35 0.121
4 0.066 0.25 0.141
3 0.068 0.10 0.212
2 0.072
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(a) (b) (c)

Figure 2.4 Concentration dependence (CR
0 = 0.1 (a), 1 (b) and 10 mM (c)) of the profile

of DC cyclic voltammogram (v = 0.10 V s−1) for a reversible process (k0 = 104 cm s−1), with
Ru = 0 (—) and Ru = 500 Ω (– – –), and for a quasi-reversible process (k0 = 0.012 cm s−1)
with Ru = 0 (– ⋅ – ⋅). Other parameters are as in Figure 2.3. Note that (—) and (– – –) examples
as well as (– – –) and (– ⋅ – ⋅) are almost indistinguishable in (a) and (b), respectively, unlike
in (c).

at variable concentrations of the electroactive compound (Figure 2.4). With lower cur-
rent achieved at lower concentrations, the influence of IRu is smaller (Figure 2.4a) than
with higher current resulting from a higher bulk concentration. The latter scenario, with
an enhanced IRu-drop, will cause notably larger ΔEp values (Figure 2.4c). For a “quasi-
reversible” process, ΔEp should be independent of CR

0, if the Ru term is negligible.
A second undesirable – but inevitably present – phenomenon, the influence of which can

rarely be ignored in a transient voltammetric experiment, is the double-layer capacitance
(CDL (F cm−2)) associated with the working electrode. This gives rise to the background
charging current as the potential is changed. CDL depends on the chemical composition of
the electrolyte and nature of the electrode, but is usually less than 50 μF cm−2. Under the fast
scan rate conditions needed to measure fast electrode kinetics, the charging current resulting
from CDL will make an appreciable contribution to the overall current. This undesirable
contribution increases linearly with v, in contrast to the jp ∝ v1/2 relationship for the Faradaic
current [2] (Figure 2.5). As a result, at high scan rates the DC cyclic voltammograms will
be dominated by the capacitive current rather than the response produced by the Faradaic

(a) (b) (c)

Figure 2.5 Influence of CDL (40 𝜇F cm−2) on the profile of DC cyclic voltammograms with
CR

0 = 0.1 mM as a function of the scan rate. v = 0.1 (a), 1 (b) and 10 V s−1 (c) for a reversible
process (k0 = 104 cm s−1) with Ru = 0 (—) and 500 Ω (– – –). Other parameters used in this
simulation are as in Figure 2.3.
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process of interest. Moreover, this high capacitive current produces an increased IRu drop
and hence an increase in ΔEp (Figure 2.5c). Finally, the product Ru⋅CDL, having the units
of seconds, defines the “cell time constant”; this defines the shortest time required for the
electrochemical cell to respond correctly to the applied perturbation. In order to achieve
high-quality electrode kinetic analysis, on a short timescale (as determined by dE/dt in DC
voltammetry and frequency f in AC voltammetry; see below) the Ru⋅CDL time constant
should be as small as possible.

Voltammetric data distorted by Ru and CDL (as exemplified in Figures 2.4 and 2.5) are
frequently encountered experimentally, and should not to be used for the determination of
k0 via the Nicholson approach (as recognized by Nicholson himself [10]). Unfortunately,
complete exclusion of the effect of IRu-drop is practically impossible in a transient voltam-
metric experiment, especially in a room-temperature ionic liquid environment [12], where
the conductivity is typically lower than in molecular aprotic solvents containing supporting
electrolyte such as a tetraalkylammonium salt. In principle, the IRu-drop could be cor-
rected: (i) instrumentally by the application of positive feedback compensation schemes
[13]; (ii) “theoretically,” by accounting for the Ru effect when simulating the voltammo-
grams (see below); or (iii) by post treatment of the experimental data to correct for the
IRu-drop. “Immediate” instrumental correction has serious drawbacks, with undercompen-
sation or even overcompensation occurring. As a result, the majority of the voltammetric
data acquired using the electronic compensation of resistance are not completely devoid
of the IRu-drop, but are compensated to some (usually unknown) extent. Moreover, instru-
mental correction does not occur instantaneously but rather with an appreciable time lag
that results in phase shifts of the signal. Consequently, the application of positive feedback
compensation schemes, followed by quantitative analysis of the voltammetric data, is not
recommended. The post IRu-drop correction of transient voltammetric data requires a com-
plicated numerical mathematical treatment and a precise knowledge of the mechanism, as
well as of the kinetic parameters.

The most efficient approach to the analysis of electrode kinetics, including the imple-
mentation of a straightforward account of the IRu-drop and estimation of the contribution
of CDL, is theoretical modeling and direct comparison with experimental data. Contem-
porary versatile electrochemical simulation packages such as DigiSim® [14], DigiElch®

[15], COMSOL Multiphysics® [16], KISSA [17], MECSim [18] are available for this pur-
pose. A voltammogram represents the outcome of a sophisticated time-dependent change
in concentration profile and an analytical mathematical solution of the integral equations,
and describing this phenomenon in terms of the electrode kinetics is achievable only for a
very limited number of cases. Universal and efficient simulators such as those listed above
tackle the theoretical problem numerically, using finite difference methods, and describe
the system by extending the concepts described in the seminal report of Nicholson and
Shain [10]. Arguably, one of the most efficient algorithms for computing voltammetric
data developed to date is the fast implicit finite difference algorithm employed by Rudolph
(see references in Ref. [14]) and implemented in DigiSim® and DigiElch® software. These
packages were, in fact, used to produce the simulated DC voltammograms presented in
this chapter (e.g., Figures 2.3–2.5). The discretization of space is inevitably required when
the numerical approach is used. In voltammetry, simulations are frequently performed with
the aid of an exponentially expanding space grid, which provides high accuracy and sta-
bility as well as substantial computational time-saving benefits when compared to evenly
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discretized space. More complicated advanced adaptive grids have been introduced to pro-
vide higher accuracy and efficiency for the computation of fluxes at appreciable distance
from the electrode surface, as needed to model homogeneous reactions coupled to electron
transfer and when diffusion cannot be described in one spatial dimension. The developers
of some electrochemical simulators have now provided the possibility of using MH kinetics
as an alternative to the classic BV formalism. Furthermore, possibilities of accounting for
diffusion with various electrode geometries, advanced potential ramps, two-dimensional
diffusion models, and the influence of adsorption and other features, are offered in the
latest versions of universal electrochemical simulators. A 1996 comprehensive review of
the simulation methodologies applied to electroanalytical systems by Speiser [19] still pro-
vides a useful overview of different approaches for the modeling of voltammetric data. A
multitude of useful links to publications devoted to the simulation of electrochemical data
can be found in Feldberg’s “personal perspective” [20].

An amazing range of possibilities for modelling of voltammetric data has been opened up
by access to powerful simulation packages. Nevertheless, simulations do not by themselves
remove the physical constraints in the DC voltammetric analysis. Thus, limitations in the
determination of very large k0 values (see Sections 2.3 and 2.4) and distinction between
the effects of high Ru and low k0 (as illustrated in Figure 2.4b) by simulating only a single
experimental curve are still doomed to failure.

Another important issue to be addressed with simulation is the determination of the
quality of agreement between experimental and simulated data. To date, the overwhelming
majority of electrochemists compare experiment and theory heuristically, where discrim-
ination between “good” and “bad” fits is done empirically. Obviously, such approaches
can produce variation in the interpretation of the same experimental data when analyzed
by two scientists having strongly different notions of what “good fit” really means. The
introduction of advanced methods of analysis of fitting quality as a function of the param-
eters used in the simulation, as well as a statistical analysis of the simulation–experiment
agreement, seems to be an obvious step. Contemporary approaches for implementing
computer-aided fitting procedures for analysis of voltammetric data are addressed below in
Section 2.2.

2.1.3 Semiintegration

Semiintegration is a mathematical operation signified by the operator d−1∕2

dx−1∕2 , which is
applied to some function of the variable x. When applied to transient voltammetry, x is
invariably time, while the function to which it is applied may be current, flux density,
or concentration [21]. Semiintegration of I-t data resulting from the voltammetric anal-
ysis of dissolved species produces curves (M(t) (A s1/2)) that mimic those obtained by
steady-state voltammetry. Analysis of the M(t) data can be undertaken using the methods
developed predominantly by Savéant et al.1 [22] and Oldham and coworkers [23–26]. The

1 Savéant et al. employed the term “convoluted current” I(t) via computation of the convolution integral I (t) = 1
𝜋1∕2

t∫
0

i(𝜐)

(t − 𝜐)
1
2

d𝜐,

where i(t) is the experimental current curve [22]. Although, the symbolism for I(t) and M(t) is different, both descriptions are
equivalent.
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semiintegration of discrete experimental data may be performed using the relatively easily
programmed formula:

M(t) ≈ 3
4

√
𝛿

𝜋

[
I(t) +

N−1∑
n=1

[
(n + 1)3∕2 − 2n3∕2 + (n − 1)3∕2] ⋅ I(t − n𝛿)

]
(2.4)

where I(t) is the current data evenly spaced over the interval from zero to time t, and N is
the number of the processed data points, the spacing being 𝛿 = t∕N.

Figure 2.6a displays the m(E) curves (m = M
A

(A s1/2 cm−2)) obtained by applying

Equation 2.4 to voltammetric data simulated for Equation 2.1, using a range of k0 values
(the original transient curves are shown in Figure 2.3). For the reversible case, the backward
branch of the semiintegrated cyclic voltammogram exactly retraces the forward branch,
while a decrease in k0 displaces the two parts of the curve and increases the hysteresis. A
limiting value of semiintegral attained at large overpotentials (Figure 2.6) is independent
of k0, and equal to:

mLim = F ⋅ C0
R ⋅
√

DR (2.5)

and can be easily applied for determination of diffusion coefficients.
Under ideal conditions, when Ru and CDL are negligible, the complete semiintegral data

set obtained from a cyclic voltammogram does not depend on v (Figure 2.6b). The influence
of Ru again resembles that of sluggish electrode kinetics and produces hysteresis in the m(E)
curve, although mLim remains constant (Figure 2.6b). The parameter that alters the limiting
semiintegral value and also displaces forward and backward components of m(E) data is
CDL (Figure 2.6c). Accounting for the influence of both Ru and CDL on the semiintegral of
the voltammogram is possible by applying appropriate treatment of the data [22, 27]. In the
case of CDL, performing blank experiments in the absence of an electroactive compound in
the electrolyte, and subtracting from data obtained in its presence, may eliminate the capac-
itive current and other interfering background signals. However, equality of the charging
current response derived from CDL and other background processes (e.g., slow Faradaic pro-
cesses involving solvent, electrolyte, electrode material or adsorption) in the absence and in

(a) (b) (c)

Figure 2.6 Semiintegral versus potential curves obtained from voltammogram shown in Figure
2.3a (—) and from: (a) voltammograms shown in Figure 2.3b and c (k0 = 10−3 (– – –) and
10−6 cm s−1 (– ⋅ – ⋅)); (b) voltammograms analogous to that in Figure 2.3a but at v = 10 V s−1

(– – –) or with Ru = 1000 Ω (– ⋅ – ⋅); (c) voltammograms analogous to that in Figure 2.3a but
with CDL = 50 (—) and 300 𝜇F cm−2 (– ⋅ – ⋅).
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the presence of the studied compound is always questionable. For this reason, crude subtrac-
tion of these two sets of voltammetric data should be applied with caution. Correction for the
CDL effect might be avoided by using high concentrations of electroactive compound, which
could make the contribution of capacitive currents to the overall signal negligible. However,
in this case larger currents will occur and additional care should be taken to minimize Ru.

Apart from allowing the straightforward determination of diffusion coefficients by apply-
ing Equation 2.5 to mLim, the semiintegrated form of the DC cyclic voltammogram can be
used for analysis of k0. In contrast to the classic Nicholson approach employed for the
kinetic analysis of DC voltammograms where, in reality, only the two data points giving
the separation of the current peak maxima are used for analysis, the method of quantification
of kinetics from m(E) data employs all the data available from a single experiment [22,23].
Such an approach provides a useful opportunity to elucidate the potential dependence of the
forward and backward rate constants of Equation (2.1) and therefore to make a sober judg-
ment on applicability of BV formalism for the description of heterogeneous charge transfer
kinetics. Use of the entire data set for analysis also minimizes the influence of noise. Thus,
semiintegration provides an impressive opportunity for all parameters typically sought in
voltammetric analysis to be determined from a single experiment – a unique property that
led Oldham and coworkers to term this data-processing strategy as “global analysis” [23].

Unfortunately, the application of Equation (2.4) to cyclic voltammetric data and per-
forming data analyses as summarized above has some significant limitations. The most
important constraint is that the diffusion of species must be truly planar. As demonstrated
in Figure 2.7, even for a typically used macrodisk electrode with diameter of 3 mm, this con-
dition is not strictly met. While voltammograms derived from simulations using diffusion
models that take into account or neglect “edge effects” differ only slightly, the correspond-
ing semiintegral curves demonstrate notable noncoincidence (Figure 2.7a), making the data
obtained under conditions of two-dimensional diffusion unreliable for calculating D and
k0. The contribution of nonplanar diffusion can be minimized experimentally by using an
appropriate working electrode design (Figure 2.1, structure B, which is not always feasible)
or by using fast scan rates, which can compromise the quality of the data due to an enhance-
ment of undesired influences associated with Ru and CDL. Apart from being strictly planar,

(a) (b)

Figure 2.7 (a) Cyclic voltammograms simulated assuming two-dimensional semi-infinite dif-
fusion to an inlaid disk electrode (—) (electrode A in Figure 2.1) and one-dimensional diffu-
sion to a planar electrode (– – –) (electrode B in Figure 2.1) and the corresponding semiinte-
gral curves; (b) semiintegral curve (—) in linearized coordinates [28]. Parameters are given in
Figure 2.3a.
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diffusion must be semi-infinite. The application of Equation (2.4) also requires an equilib-
rium or a null state to precede the voltammetric experiment, so that the concentrations of
Red and Ox are initially uniform.

Advances in mathematical approaches to the semiintegration of electrochemical data
allowed Savéant et al. [22, 27], as well as Oldham and Mahon, who introduced the so-called
“extended semiintegrals” [25], to minimize the above-mentioned constraints, although at
the cost of increased complexity in computation methods. The problem of the computation
of “edge diffusion effects” with reasonable computational times was elegantly solved by
the introduction of “partial sphere approximations” [26, 29], which simplify the two-
dimensional diffusion problem into an easily solved one-dimensional one. Estimation of
the planar component needed for semiintegral analysis can be performed by “convolutive
reshaping,” as described by Mahon [29].

Despite the obvious advantages provided by semiintegration (convolutive) analyses of
voltammetric data and the ease of implementing the required computational procedures with
modern equipment, this approach has not yet achieved the wide recognition it deserves.
Rather, most electrochemists still prefer to compare conventional DC cyclic voltammo-
grams with those obtained by simulation. Arguably, the low popularity of semiintegration
is a consequence of the absence of versatile commercially available software, which would
spare the need for each individual to create their own mathematical code.

2.2 AC Voltammetry

Recognition of the power of DC cyclic voltammetric analysis, along with its limitations,
has led to a persistent search to enhance electroanalytical capabilities by introducing new
forms of voltammetry. The semiintegration and “global voltammetric analysis” strategies
discussed in Section 1.3 are aimed exclusively at refining the data processing stage. A
family of voltammetric techniques in which a periodic signal is superimposed onto the DC
waveform (Figure 2.8) have been developed to address problems at both instrumental and
theoretical levels. Square-wave (SW), AC and pulse voltammetry each represent examples
of this type of advanced technique. Each method provides enhancement in the quality and
quantity of useful information obtained per experiment, improvement in the separation of
faradaic and nonfaradaic components, facilitates deciphering of the electrode mechanism
and increases the reliability of quantification of fast heterogeneous and homogeneous
kinetics [2].

Initially, each method was assumed to require unique instrumentation, theory and strategy
for data analysis. However, recognition of the fact that any periodic signal can be described
as a sum of sine and cosine waves represented as a Fourier series means that there is little
reason to treat each method in isolation [30]. This understanding opens up the possibility of
developing unified data analysis strategies. The modus operandi of Fourier-transformed AC
voltammetry is exemplified in the case of a sinusoidal AC perturbation in Figure 2.9. The
recording of a single AC voltammogram produces a vast array of I-E-t data, which when
subjected to a Fourier transform (FT) operation to generate the power spectrum, followed
by band filtering and an inverse FT (IFT) operation, allows the data to be resolved into
smaller blocks of data (harmonics) at a range of frequencies. There is also a DC (aperiodic)
component which resembles that found in DC voltammetry. Thus, the FT–band filtering–IFT
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(a)

(b)

Figure 2.8 Squarewave (a) and sinusoidal (b) AC voltammetric waveforms. ΔE (V) and f (Hz)
are amplitude and frequency of the sinusoidal AC component, respectively.

Figure 2.9 Processing of AC voltammetric data by employing FT–IFT methodology.
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operation sequence provides packages of data consisting of a DC component as well as the
fundamental harmonic and higher order harmonics arising from nonlinear elements present
in faradaic processes and CDL. Important advantages of FT AC voltammetry are provided
by employing large amplitudes of the periodic signal to enrich the harmonic content. The
large-amplitude protocol is in contrast to the historically established predilection for use
of AC signals of low amplitude in electrochemical impedance spectroscopy (EIS), where
linearization of the mathematical models needed to analyze the data has been seen as
an advantage.

Each data block acquired by applying the FT–IFT methodology usually contains infor-
mation on formal potentials, mechanisms, electrode kinetics, mass-transport, Ru and CDL.
The virtue of this strategy of data processing of the nonlinear elements is that each
recovered component represents a different level of sensitivity to parameters to be deter-
mined. Thus, diffusion coefficients might be extracted from aperiodic DC component, in
particular, by applying the semiintegration procedure described in Section 2.1.3. Back-
ground current derived from double-layer capacitance, which gives a notable contribution
in DC voltammetry, also produces a large contribution in the AC fundamental harmonic, but
only a very small contribution in the higher-order AC harmonics [31]. Indeed, in fourth- and
higher-order harmonics the background current is usually negligible, so highly enhanced
faradaic to nonfaradaic current ratios can be obtained for the mechanism in equation 2.1.
E0 values are accessible from all components, although the precise determination of E0

may not be trivial if the electron transfer step is coupled to a chemical transformation
step. Slow heterogeneous electron transfer processes (including completely irreversible
background processes derived from the oxidation or reduction of solvent that occur at
extreme potentials), sluggish homogeneous chemical reactions and, perhaps most remark-
ably, radial diffusion mass-transport contribute minimally to the higher-order harmonics,
which are predominantly generated by fast electron transfer processes. The fact that higher
harmonic components are negligibly influenced by “edge diffusion effects” provides an
important advantage of AC voltammetric methods over the DC technique.

Application of the FT–IFT strategy to the analysis of SW voltammetry provides entirely
different patterns in the harmonics. Now, all odd harmonics contain both faradaic and
nonfaradaic components while even harmonics, being almost purely faradaic, manifest
themselves only when departure from reversibility of the electrochemical kinetics occurs
or the IRu-drop is significant [30, 32]. Thus, the electroanalytical advantages furnished
by FT AC voltammetry are again moderated by the influence of Ru, the scourge of all
voltammetric methods.

The current magnitude of each harmonic component of an AC voltammogram increases
with an increase in k0 (to a limiting value defined by frequency, f (Hz)), while the presence
of IRu-drop suppresses the current. Nevertheless, the accuracy in the determination of k0

available with FT AC voltammetry is vastly superior to that possible in the DC mode. A
careful selection of frequency of the periodic component in FT AC voltammetry provides
a straightforward possibility to tune the sensitivity of the method to the kinetics of interest,
analogous to varying the scan rate in DC voltammetry. The upper limit of frequency in an
experiment is usually determined by the Ru⋅CDL time constant of the electrochemical cell,
and by instrumental limitations.

In contrast to DC voltammetry, where an evaluation of k0 can be achieved by using
“look-up” tables (see Section 2.1.2), the quantitative analysis of FT AC voltammetric

www.Technicalbookspdf.com



Quantitative Evaluation of Electrode Kinetics at Stationary Macrodisk Electrodes 35

data almost always requires simulation–experiment comparisons. Fortunately, if a DC
simulation of the faradaic and nonfaradaic components of an electrode process is available,
then an exactly analogous computational protocol can be used to simulate any form of
AC voltammetry. Commercially available DigiElch® electrochemical simulation software
[15] and the freeware MECSim program developed at Monash University [18], allow the
possibility of simulating many types of AC voltammetry. Clearly, the application of identical
waveforms and mathematical procedures for data treatment (FT–IFT routine, frequency
bandwidth filtering, selection of required components from the frequency domain data, etc.)
must be used to provide a sensible matching of experimental and simulated data. Although
a single AC voltammetric experiment will provide a wealth of information relative to that
provided by a DC experiment, and the probability of obtaining a unique solution is markedly
higher when FT AC voltammetry is used. Experiment–theory comparisons over a range of
frequencies2 and, most importantly, concentrations of electroactive species should always
be considered.

2.2.1 Advanced Methods of Theory–Experiment Comparison

As in DC voltammetry, theory and experiment comparisons of AC voltammetric data have
usually been undertaken heuristically, where the experimenter decides empirically whether
a satisfactory agreement between the experiment data and the model has been achieved.
However, an estimation of the quality of the fit between experimental and simulated data
can be gained by examining the residual sum of squares (RSS) or by the mean percentage
error (MPE) [34].

Advanced methods of performing numerical simulations and comparing results with
experiment are available using e-science tools. At Monash University, a family of generic
e-science tools, called Nimrod, has been developed that allows the results of physical
experiments to be integrated with their computational counterparts, and hence to aid
the exploration of physical parameters that cannot be directly measured [35]. E-science
tools exploit features associated with advanced computer infrastructure – that is, huge
databases, high-performance computers, and massive memory storage capacity. E-science
tools [36] provide advantages in data analysis that are applicable to research fields associated
with medicine and biology [37,38], environmental surveys [39], electrochemistry [40] and
many others.

Nimrod/G, as used in FT AC voltammetric studies, forms part of the Nimrod tool kit
which performs a parameter sweep [35, 40, 41], where each parameter of interest is assigned
a set of values. The Nimrod/G tool can generate all possible combinations of these values
and executes the simulation outcome corresponding to each combination using the model
provided. Normally, the results of the sweep are presented in the form of a contour map
for the objective metric where x (horizontal axis) and y (vertical axis) are used as floating
parameters and the others are fixed. The objective metric is defined as the normalized
differences between values predicted by a model and the values actually observed. As the
experimental and model sinusoids are not necessarily in phase, when the experimental and
model outputs are filtered to produce the various harmonics, the data points with the same

2 Variation of frequency may be achieved in a single AC voltammetric experiment by applying a periodic waveform, which
contains several carefully selected frequencies [33].
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index number for experimental and simulated outputs can mismatch in the time domain.
In this situation, the direct point-by-point comparison between model and experiment will
provide a spurious measure of the parameter fit. To remedy this problem, a linear spline
envelope is computed for the waveform and a metric which computes the dissimilarity
between the splines has been developed [30]. The objective function Ψ is calculated as the
relative root mean square deviation:

Ψ =

√√√√√√
∑N

i=1
(f exp(xi) − (f sim(xi))

2∑N

i=1
f exp(xi)

2
, (2.6)

where fexp(x) and fsim(x) are experimental and simulated functions, respectively, and N is
the number of data points.

There are many other options available on Nimrod. The inverse problem in FT AC
voltammetry requires finding parameters of E0, k0, 𝛼, Ru and CDL that yield model outputs
which agree closely with experimental data. Such a problem may be treated as an optimiza-
tion problem by minimizing some measure of the difference between the model outputs and
experimental data by the Simplex or other algorithm [42]. Nimrod/O [42] provides access
to the Simplex method. In the voltammetric context, Simplex optimization algorithms are
used to automate the parameter fitting by minimizing the difference between the simulated
results and experimental data. Nimrod also may be used for exploring the response of
models to their input parameters. For example, Nimrod/E provides a fractional factorial
design which allows the values of interest for each parameter to be defined and detected,
as well as which interactions should be ignored and which should be estimated.

The Nimrod tools referred to above do not provide statistical analysis, but rather a
comparison of simulated data based on a model and experimental data. However, it is
planned to introduce to the Nimrod computer grid a statistical form of analysis based on
Bayesian probabilities which will be applied to each FT AC experimental data set. In
time, major improvements in the reporting of parameters such as E0, k0, 𝛼, Ru and CDL
should emerge when the full power of e-science is routinely introduced into the analysis of
voltammetric experiments.

2.3 Experimental Studies

The methods of data analysis set out in the previous sections are applied below to three rep-
resentative systems that differ in their heterogeneous charge transfer kinetics and magnitude
of Ru.

2.3.1 Reduction of [Ru(NH3)6]3+ in an Aqueous Medium

The hexamineruthenium(III) cation, usually added as the chloride salt [Ru(NH3)6]Cl3,
undergoes a one-electron reduction at arguably one of the highest rates of charge trans-
fer measured to date. During the past few decades, the k0 values reported for the
[Ru(NH3)6]3+/2+ process have gradually increased from ∼0.1 to many cm s−1, proba-
bly due to advances in the techniques used in the measurements. The electroreduction of
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Table 2.2 Mid-point potential (Em versus Ag/AgCl (1 M KCl)), peak-to-peak separation
(ΔEp), reduction peak current (Ip) normalized to v1/2 and apparent heterogeneous electron
transfer rate constant (k0

app) values estimated on the basis of Nicholson’s treatment of DC
cyclic voltammetric data obtained with a 3 mm diameter GC electrode for reduction of 2 mM
[Ru(NH3)6]3+ in aqueous 1 M H2SO4.

n (V s−1) Em (V) ΔEp (V) 106⋅Ip v−1/2 (A⋅V−1/2⋅s1/2) k0
app (cm s−1)

0.01 −0.253 n.m. / 0.061a n.m. / 88 n.m. / 0.05
0.02 −0.252 0.068 / 0.060 84 / 86 0.01 / 0.07
0.05 −0.251 0.065 / 0.061 83 / 84 0.03 / 0.11
0.10 −0.251 0.065 / 0.062 84 / 84 0.04 / 0.09
0.40 −0.251 0.064 / n.m. 82 / n.m. 0.09 / n.m.
0.60 −0.251 0.066 / n.m. 82 / n.m. 0.08 / n.m.
1.0 −0.251 0.067 / n.m. 82 / n.m. 0.09 / n.m.

aΔEp values were obtained in instrumental analogue regime with a potential step of 1 mV / staircase regime with potential
step of ca. 0.3 mV.
n.m., not measured.

[Ru(NH3)6]3+ in aqueous electrolytes of sufficiently high concentrations represents a real-
life example of an extremely fast charge transfer process that is not necessarily burdened
by the influence of Ru. Therefore, the voltammetry of the [Ru(NH3)6]3+/2+ process should
ideally fit the theoretical predictions for an electrochemically reversible process.

Table 2.2 summarizes the data extracted from DC cyclic voltammograms obtained for the
reduction of [Ru(NH3)6]3+ at the macrodisk glassy carbon (GC) electrode, and which are
needed for assessing the electrode kinetics when using the classical approach developed by
Nicholson [11]. Midpoint potentials derived from averages of the reductive and oxidative
peak potentials are independent of the scan rate, and provide a good estimate of E0.
Peak-to-peak separations (ΔEp) approach the nearly ideal values expected for a reversible
process at the medium scan rates, followed by a minor increase at higher values of v. When
the potential sweep rate is very low (<0.02 V s−1), mass-transport becomes affected by
convection caused by gravity and building vibration, which is inevitably present in the vast
majority of laboratories, resulting in a steady-state component and a minor increase in ΔEp
(Table 2.2).

The reduction peak current, normalized to v1/2, is almost constant as predicted by the
Randles–Ševčik relationship, and the slope of the linear Ip(v1/2) dependence can be applied
to estimate the diffusion coefficient of [Ru(NH3)6]3+. By using the D-value estimated in
this manner, and by applying the Nicholson method (see Table 2.1) to the ΔEp data given
in Table 2.2, the apparent k0

app values for the [Ru(NH3)6]3+/2+ process could be reported
to be on the order of 0.1 cm s–1. This value is lower than k0

app data reported in some early
studies [43–45] and at least two orders of magnitude lower than has been provided in the
contemporary reports [46]. This provides a lucid demonstration of one of the limitations
of the Nicholson method for quantifying the electrode charge transfer kinetics. In order to
reach the required level of accuracy of the Nicholson method, v needs to exceed 103 V s−1,
but at these scan rates and at millimolar levels of concentration of [Ru(NH3)6]Cl3, currents
at a macroelectrode are high enough to allow even 3–5 Ω of uncompensated resistance
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to cause a significant IRu-drop and hence frustrate the ability to improve the accuracy of
determining k0.

The data in Table 2.2 provide two types of ΔEp values derived from experiments using
different potentiostats, one operating in an analogue regime but with a comparatively
high potential step (1 mV), and another measuring voltammograms in the staircase mode
at a slightly finer potential step (0.3 mV). The difference in ΔEp and hence k0

app values
derived from using different instrumentation should serve as a warning for experimentalists,
particularly when ΔEp values are near to the reversible limit. A close to ideal reversible
ΔEp value of 0.058–0.059 at v = 0.112 V s−1 is obtained for the same experiment described
in Table 2.2 when using the potentiostat operating in staircase mode but with a potential
step as small as 1 μV.

Successful simulations of the experimental DC cyclic voltammograms obtained from
the reduction of [Ru(NH3)6]3+ can in fact be achieved using the k0

app values derived from
Nicholson method (Figure 2.10). The remarkably good agreement between the simulated
and experimental data exemplified in Figure 2.10 can be partly attributed to using a diffusion
model that accounts for the “edge” effect present at a macrodisk electrode. However,
it emerged that cyclic voltammograms simulated using any k0 value above 0.1 cm s−1

would differ only slightly from the experimental curves, whereas those acquired under the
assumption of lower k0 values would be in obvious disagreement with the experiment, the
difference being more pronounced at higher scan rates (Figure 2.10).

Figure 2.11a shows the effect of the scan rate on the limiting m value of the semiintegral,
which does not provide the expected potential-independent “plateau” but rather increases
gradually with potential at both v = 0.1 and 1.0 V s−1. Subtraction of the background
current, which can include electronic noise and a capacitive component, improves the
constancy of limiting value of the semiintegral (Figure 2.11b), although the magnitude still
exceeds that estimated on the basis of D determined from the Randles–Ševčik relationship
and simulation of DC voltammetry (as described above), because of the edge diffusion
effect (see Section 1.3). The semiintegral curves shown in Figure 2.11 demonstrate a
minimal separation between the forward and backward sweeps in the region of the half-
wave potential, in accordance with the reversibility of electrode reaction. k0

app estimated

(a) (b)

Figure 2.10 Comparison of experimental background-corrected DC cyclic voltammograms
obtained with a 3 mm diameter GC electrode at v = 0.1 (a) and 1.0 V s−1 (b) for reduction of
2 mM [Ru(NH3)6]3+ in aqueous 1 M H2SO4 (—) with data simulated using k0 = 0.1 (– – –)
and 0.01 cm s−1 (– ⋅ – ⋅). Other simulation parameters: two-dimensional diffusion model; E0 =
–0.251 V; 𝛼 = 0.5; D = 5 × 10–6 cm2 s−1; Ru = 5 Ω; CDL = 0 𝜇F cm−2; T = 298 K. Experimental
and (– – –) simulated data are indiscernible.
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(a) (b)

Figure 2.11 Semiintegrals of (a) raw and (b) background-corrected experimental DC cyclic
voltammograms obtained with a 3 mm GC electrode at v = 0.1 (—) and 1.0 V s−1 (– – –) for
reduction of 2 mM [Ru(NH3)6]3+ in aqueous 1 M H2SO4.

from these semiintegral data was 0.05 cm s–1, although by analogy with an analysis of
transient voltammetry, this really implies that k0

app ≥ 0.05 cm s−1.
Experimental FT AC voltammetric data for the reduction of [Ru(NH3)6]3+ in aqueous

1 M KCl (Figure 2.12) were obtained using a sine wave perturbation having an amplitude
of 0.08 V and frequencies of 9 and 219 Hz. Fitting these experimental data with simulated
curves using a heuristic approach [34] produces an outcome where any k0 value above

(a)

(b)

Figure 2.12 Comparison of fundamental, 4th and 7th harmonic components of FT AC voltam-
mograms obtained with a 3 mm GC electrode at f = 9 (a) and 219 Hz (b) for reduction of 1 mM
[Ru(NH3)6]3+ in aqueous 1 M KCl (black) and data simulated using k0 = 5 (a) and 30 cm s−1

(b) (blue) and k0 = 0.1 cm s−1 (red). Experimental parameters: ΔE = 0.08 V, v = 0.112 V s–1;
Ru = 5 Ω. Simulation parameters: potential-dependent nonlinear CDL; 𝛼 = 0.5; E0 = −0.194 V;
D = 5.9 × 10–6 cm2 s−1. Experimental and blue simulated data are indiscernible in higher
harmonics.
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(a)

(b)

Figure 2.13 Contour maps for relative difference (Ψ) between the fundamental, 4th and 7th

AC harmonic components of the experimental FT AC voltammograms obtained using a 3 mm
GC electrode for reduction of 1 mM [Ru(NH3)6]3+ in aqueous 1 M KCl at f = 9 (a) and 219 Hz
(b) and theoretical data simulated using Ru and k0 varied over 0.5–10 Ω and 0.1–20 (9 Hz) or
1–100 cm s−1 (219 Hz) ranges, respectively. Other parameters are analogous to those listed in
the caption for Figure 2.12.

4 and 30 cm s−1 at f = 9 and 219 Hz, respectively, provides “good” agreement between
experiment and theory. In contrast to a somewhat arbitrary heuristic approach, Nimrod
e-science analysis provides an unbiased assertion of the quality of fit. This approach is
illustrated in Figure 2.13, using a “sweep” experiment that reports the deviation of theory
from experiment in terms of relative root mean square values, Ψ (Equation 2.6), for the
array of combinations of k0 and Ru. The lowest Ψ values are indicated in yellow. An
increase in either the AC harmonic order or frequency of the AC perturbation – that is, a
decrease in the effective time scale of the experiment, shifts the “lower limit” of k0 for the
[Ru(NH3)6]3+/2+ process to higher values, which reaches ca. 50–60 cm s−1 in the seventh
harmonic component of the FT AC voltammogram with f = 219 Hz.

Apparently, k0 for the [Ru(NH3)6]3+/2+ process is also too fast to be measured by the
FT AC voltammetric method. Consequently, this reaction must be classified as a reversible
process under all DC and AC transient voltammetric conditions examined in this chapter.
Significantly, it can now be concluded that the results obtained with macro and nanodisk
[46] electrodes under transient and steady-state conditions, respectively, are in agreement
for the quantification of very fast [Ru(NH3)6]3+/2+ electrode kinetics.

2.3.2 Oxidation of FeII(C5H5)2 in an Aprotic Solvent

Ferrocene is a classical metallocene capable of a fast one-electron oxidation to ferricinium.
The “sandwich” structure should ensure a minimal effect of the solvent and support-
ing electrolyte on the E0 value of the Fc0/+ process, and IUPAC has suggested this
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couple as a universal reference potential for studies in nonaqueous media. Analogous
to the [Ru(NH3)6]3+/2+ process, the reported k0

app values for the electro-oxidation of
Fc demonstrate a continuous increase with the evolution of instrumentation. However,
in contrast to studies on the [Ru(NH3)6]3+/2+ process in aqueous electrolyte media,
the determination of k0

app for the Fc0/+ process is usually hampered by a significant
IRu-drop, which is difficult to avoid in nonaqueous solvents, even in the presence of
excess electrolyte (usually tetraalkylammonium salts). When using a Luggin capillary
to position the (quasi) reference electrode in the vicinity of the surface of the work-
ing macrodisk electrode, the uncompensated resistance might be minimized to about
50 Ω, but values below 10 Ω, which are easily achieved in aqueous electrolytes, are
hardly accessible.

It is the significant contribution of Ru that makes the ΔEp values extracted from the DC
cyclic voltammetric data obtained with macrodisk electrode for oxidation of Fc notably
higher than those determined for the reduction of [Ru(NH3)6]3+ (cf. Tables 2.2 and 2.3).
However, k0

app values calculated on the basis of the Nicholson method from ΔEp for the
Fc0/+ process emerge as similar to k0

app values estimated for [Ru(NH3)6]3+/2+ when using
the same approach. This is probably due to a notably higher D value for Fc in acetonitrile as
compared to that of [Ru(NH3)6]3+ in aqueous medium [see Equation (2.3)]. Processing the
semiintegrals of the background-corrected cyclic voltammograms measured for the Fc0/+

process produces k0
app-values as low as about 0.02 cm s−1. In this case, any inaccuracy

of the calculations will be aggravated by the influence of appreciable Ru, which was not
taken into account in the calculations. In principle, when the exact value of Ru is known, a
correction of the experimental data is possible [22].

The ability to account for the influence of Ru, as provided by the majority of contemporary
electrochemical simulators, should allow the correct estimation of k0. However, as in the
case of the reduction of [Ru(NH3)6]3+, the shape of DC voltammograms simulated for the

Table 2.3 Peak-to-peak separation (ΔEp) and k0
app values estimated on the basis of

Nicholson’s treatment [11] using cyclic voltammetric data obtained for oxidation of 1 mM Fc
in CH3CN 0.1 M (n-Bu)4NPF6 and reduction of 1 mM [Fe(CN)6]3− in aqueous 1 M KCl with a
3 mm diameter GC electrode.

Fc0/+ [Fe(CN)6]3-/4-

v (V s−1) ΔEp (V) k0
app (cm s−1) ΔEp (V) k0

app (cm s−1)

0.075a 0.064 0.09 n.m. n.m.
0.089a n.m. n.m. 0.087 0.008
0.10b 0.074 / 0.064 0.03 / 0.10 0.108 0.005
0.40b 0.075 / 0.070 0.05 / 0.08 0.138 0.005
0.60b n.m. / 0.070 n.m. / 0.10 0.150 0.005
1.0b 0.093 / 0.072 0.04 / 0.11 0.172 0.006

aΔEp values were obtained in a staircase regime with potential step of ca. 1 μV.
bFor Fc0/+, ΔEp values were obtained in an analogue instrumental regime with potential step of 1 mV / staircase regime
with potential step of ca. 0.3 mV. For [Fe(CN)6]3-/4−, ΔEp values were obtained in an analogue regime with a potential
step of 1 mV.
n.m., not measured.
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Figure 2.14 Contour maps for relative difference (Ψ) between the fundamental, 4th and 7th AC
harmonic components of the experimental FT AC voltammograms obtained using a 3 mm GC
electrode for oxidation of 1 mM Fc in CH3CN 0.1 M (n-Bu)4NPF6 at f = 72 Hz and theoretical
data simulated using Ru and k0 varied over the 10–100 Ω and 1–10 cm s−1 ranges, respectively.
Other parameters: v = 0.075 V s−1; potential-dependent nonlinear CDL; 𝛼 = 0.5; E0 = 0.0 V;
D = 2.4 × 10–5 cm2 s−1.

oxidation of Fc are insensitive to changes in k0, when its value exceeds about 0.1 cm s−1.
Heuristic fitting of the experimental AC voltammetric data obtained at low frequency (9 Hz)
with simulated curves predicts that the k0 of the Fc0/+ process would exceed 0.5 cm s−1,
while an increase of f to 72 Hz would shift this lower limit to 3 cm s−1. An analysis of
the FT AC voltammetric data with the aid of e-science tools (Figure 2.14) again does not
provide a precise value of k0 and, analogously to [Ru(NH3)6]3+/2+, predicts that the Fc0/+

process is extremely fast (k0 ≥ 5 cm s−1) and can be regarded as reversible. At the same
time, the contour maps exhibited in Figure 2.14 yield a well-determined value of Ru, which
is in a perfect agreement with that measured using EIS.

2.3.3 Reduction of [Fe(CN)6]3− in an Aqueous Electrolyte

The one-electron electroreduction of hexacyanoferrate(III) to hexacyanoferrate(II) (or
ferricyanide to ferrocyanide) is a classic example of a quasi-reversible process. Despite
being initially regarded as an outer-sphere adiabatic charge-transfer process [44], the elec-
trode kinetics of the [Fe(CN)6]3-/4− transformation exhibits a pronounced dependence on
the properties of the electrode, and reproducible results can be achieved only when the
working electrode surface is reproducibly pretreated and cleaned, either by polishing or
electrochemically [47, 48]. Metal electrodes provide notably faster heterogeneous electron
transfer kinetics of [Fe(CN)6]3-/4− as compared to carbon surfaces, possibly due to differ-
ences in the density of electronic states (DOS) for these materials, which can impose a
notable influence on the rate of adiabatic charge transfer [49].

Application of the Nicholson method to the DC voltammetric data obtained for the
reduction of [Fe(CN)6]3− in a highly-conducting 1 M KCl aqueous electrolyte medium
produces a k0-value of about 0.006 cm s−1 (Table 2.3) and, not unexpectedly, in this case the
k0-value is in a close agreement with the estimates made by applying semiintegral analysis
(0.006 cm s−1) and a heuristic fitting of simulation (0.007 cm s−1) to the same experimental
DC data set. A heuristic theory-experiment comparisons of the FTACV data also produced a
k0-value of 0.007 cm s−1. Finally, contour maps displaying relative differences between the
harmonic components of the AC voltammograms obtained for the [Fe(CN)6]3-/4− process
now provide a definitive answer on the magnitude of k0 for a given set of experimental data
(Figure 2.15).

www.Technicalbookspdf.com



Quantitative Evaluation of Electrode Kinetics at Stationary Macrodisk Electrodes 43

Figure 2.15 Contour maps for relative difference (Ψ) between the fundamental, 3rd and 4th

AC harmonic components of the experimental FT AC voltammograms obtained using a 3 mm
GC electrode for reduction of 1 mM [Fe(CN)6]3− in aqueous 1 M KCl electrolyte at f = 9 Hz
and theoretical data simulated using Ru and k0 varied over the 1–10 Ω and 10−3 to 10−2 cm s−1

ranges, respectively. Other parameters: v = 0.089 V s−1; potential-dependent nonlinear CDL;
𝛼 = 0.5; E0 = 0.216 V; D = 7.8 × 10–6 cm2 s−1.

2.4 Conclusions and Outlook

By summarizing the apparent heterogeneous charge transfer rate constants determined in
Section 2.3 by processing DC and AC voltammetric data obtained for the reduction of
[Ru(NH3)6]3+ and [Fe(CN)6]3− and oxidation of Fc, the data in Table 2.4 demonstrate
the evolution of sensitivity of voltammetric kinetic analysis at macrodisk electrodes. A
remarkable refinement of the sensitivity of the voltammetric techniques for quantification
of kinetics is clearly observed from the data reported for [Ru(NH3)6]3+/2+. Comparison
of the lower limits for k0

app by the analysis of AC voltammetry for [Ru(NH3)6]3+/2+ and
Fc0/+ should again remind the reader of the importance of minimizing of Ru in any form
of voltammetric analysis. Finally, the [Fe(CN)6]3-/4− case shows that all of the specified
voltammetric methods provide a uniformly consistent value for k0

app for a quasi-reversible
process that is well removed from the reversible limit and seemingly is not burdened with
any interfering factors, other than the impact of electrode surface treatment.

The approach used in the analysis of voltammetric data, and which has evolved over the
past 50 years, is briefly surveyed in schematic form in Figure 2.16. At this point, it is deemed
necessary to emphasize the importance of varying the concentration in any experiment
aimed at studying the kinetics – a simple experimental rule which has often been overlooked
in many years. Furthermore, as shown in the final step of the diagram in Figure 2.16, an
experimentalist should always seek to reconcile conclusions from voltammetric analysis
with the results obtained from independent methods.

Table 2.4 k0
app (cm s−1) for the reduction of [Ru(NH3)6]3+ and [Fe(CN)6]3− (Ru ≤ 10 Ω) and

oxidation of Fc (Ru ≈ 60 Ω) estimated by voltammetric analysis at macrodisk electrodes.

DC voltammetry FT AC voltammetry

Process Nicholson Simulation Semiintegral Heuristic e-Science

[Ru(NH3)6]3+/2+ >0.1 >0.1 0.05 ≥ 30 ≥ 60
Fc0/+ >0.1 >0.1 0.02 ≥ 3 ≥ 5
[Fe(CN)6]3-/4- 0.006 0.007 0.006 0.007 0.007
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Figure 2.16 Generalized strategy for voltammetric analysis.

Foreseeable improvements in the AC voltammetric technique at the instrumental level are
probably limited to the enhancement of accessible frequency limits and a wider employment
of more sophisticated, specifically designed waveforms. However, it is believed that major
advances are available in the data processing stage. The next generation of experimental
data analysis strategies could, for example, be focused on a more extensive exploitation of
patterns of behavior available in voltammetry and, ultimately, automated pattern recogni-
tion. Theoretically, pattern-recognition algorithms could be used to assist in the process-
ing of voltammetric data, especially with FT AC voltammetry using computer-optimized
waveforms. In widely employed X-ray structural analysis, experimental X-ray diffraction
patterns are compared with those predicted theoretically for thermodynamically feasible
structures in order to establish the crystal structure of the analyzed material. A similar strat-
egy could be implemented in the processing of voltammetric data via recognition of the
best-fitting electrochemical mechanism from several preset scenarios, for example, immea-
surably fast or quasi-reversible electron transfer involving dissolved or surface-confined
species, electron transfer coupled to homogeneous chemical process, adsorption, and cat-
alytic schemes. After defining a plausible reaction scheme the program could predict, by
means of simulation, the kinetic and thermodynamic parameters of the reactions, as well as
parameters such as uncompensated resistance and double-layer capacitance. If the outcome
has no obvious physical meaning, then the analysis should be repeated after the introduction
of some justified constraints. Decisions on placing constraints on the selected parameters
when analyzing voltammetric data are always important in terms of avoiding under- or
overparameterization in a model used for the description of the experiment. Clearly, it
is preferable to determine as many parameters as possible by independent methods, for
example, to measure Ru and estimate CDL by EIS, and to determine diffusion coefficients
from near steady-state voltammetry.

The problem of overparameterization can be exemplified by processing the FT AC
voltammetric data described above for the reduction of [Ru(NH3)]3+ using an “inappro-
priate” quasi-reversible rather than reversible model with the aid of the Nimrod/O simplex
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optimization algorithm. As described in Section 2.2, the Nimrod/O e-science tool seeks
the “best” values of the unknown parameters in the user-specified range by minimizing the
difference between experiment and theory. When the low-frequency (f = 9 Hz) and hence
not highly kinetically sensitive FT AC voltammetric data are processed with Nimrod/O for
the simultaneous determination of E0, 𝛼, k0 and Ru parameters, the minimal Ψ value (Ψmin)
of 0.017 is achieved with obviously far too-low value of k0 of, for example, 0.4 cm s−1.
However, as soon as k0 is set to the reversible limit, viz. 104 cm s−1, the lowest Ψmin
value found by Nimrod/O is slightly higher and is now 0.025; that is, the quasi-reversible
model is incorrectly predicted to be more favorable than the reversible model. Importantly,
simplex optimization of the higher frequency (f = 219 Hz) FT ACV data obtained for the
[Ru(NH3)]3+/2+ process, where k0 was either optimized in the range from 1 to 100 cm s−1

or was set to 104 cm s−1, recovers remarkably close Ψmin values of 0.048 for both models;
that is, the reversible model should be used to model the process, with only E0-values being
reported. Analogous conclusions are obtained when applying simplex optimization to the
Fc0/+ FT ACV data, using both quasi-reversible and reversible models.

Apart from illustrating the importance of the judicious model choice and parameteri-
zation used in simulations, the examples provided above highlight the consequences of
choosing inappropriate experimental conditions and data analysis combinations. Arguably,
a wider implementation of the computer-optimized designed waveforms, the development
of “intelligent” pattern-recognition algorithms and the use of advanced statistical methods
will help to avoid the pitfalls that are readily encountered in many forms of quantitative
voltammetric analysis used today.
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Electrocrystallization: Modeling

and Its Application

Morteza Y. Abyaneh
University of Uppsala, Department of Philosophy, Sweden

Mathematical modeling of the electrocrystallization processes and its applications has long
been a subject dear to Martin Fleischmann. Indeed, both his earliest papers (e.g., Refs [1,2])
and his last two publications [3, 4] dealt with this topic.

The study of nucleation is fundamental to the understanding of crystallization. “Heteroge-
neous” and “homogeneous” nucleation, are terms proposed [5] to differentiate nucleation
within a receptive and an inert environment. In the context of electrocrystallization, the
terms can be applied to phase formation at preferred sites on the electrode surface and
phase formation at surfaces without such sites, respectively. Figure 3.1 [6] illustrates het-
erogeneous nucleation and shows a scanning electron microscopy (SEM) image of the
nuclei of nickel formed on a scratched surface, and on indents.

Two models of nucleation are presented in Figure 3.2: a heterogeneous model (nucleation
on an indent); and a spherical-cap model representing homogeneous nucleation. The critical
free energy for the formation of the nucleus within the indent and on the smooth surface of
the electrode is given by (M. Y. Abyaneh, unpublished results):

(
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Figure 3.1 Micrograph of the nuclei of nickel on the surface of vitreous carbon at a magnifica-
tion of ×5000, showing the preferred nucleation on a particular scratch and on indents; depo-
sition from Watts bath at 50 ◦C + 10–3 M naphthalene-2-sulfonic acid + 10–3 M coumarin [6].

When 𝛼 = 𝜋, the surface of the electrode is flat and, as expected, Equation (3.1) is
reduced to Equation (3.2) for 𝜙 = 𝜃′. If 𝛼 = 0, there is no indent and Equation (3.1) is
redundant, as demonstrated by the fact that csc( 𝛼

2
) = 1∕0. The symbols within the above

equations are defined either in Figure 3.2 or in Table 3.1. Figure 3.3 shows the manner in
which (ΔG∗

het)2D moves towards (ΔG∗
hom)2D as 𝛼 is gradually increased from 0 to 𝜋.

The neatest and most effective way of investigating nucleation and two-dimensional (2D)
growth is to record the current as a function of time when a constant potential is applied to
a finite (but small) electrode substrate [7]. The prediction of the shape of the current–time
transient recorded in a single experiment depends on the location of the nucleus on the
electrode surface. However, such a prediction can be made from a repeated number of
identical experiments [8, 9].

The first obstacle in modeling the kinetics of electrocrystallization processes is formulat-
ing the coverage of an electrode by the depositing phase, Θ. Two geometric representations

A homogeneous 
nucleation model

A heterogeneous 

R′

σ
13

σ12

σ23

nucleation model

σ′23 σ′12

σ′ 1
3

′

Figure 3.2 Nucleation on a fault-free surface of an electrode (right-hand side), and nucleation
within an indented surface (left-hand side).
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Table 3.1 Symbols used in text and/or defined in Figure 3.2. Subscripts 𝛼 and 𝛽 refer to
different phases.

Symbol Unit Definition

A cm–2 s–1 The nucleation rate constant in the hypothetical absence of
growth

A′ s–1 The expected frequency of the formation of a nucleus at a
given site

Ar A𝛽 /A𝛼

c0 mol cm–3 Bulk concentration
D cm2 s–1 Diffusion coefficient of the depositing species
E The expectation that a given point is covered by growing

phase.
F C mol–1 Faraday constant
h cm Height of a monolayer

I
j

zFkh

√
A′∕𝜋A

j A cm–2 Current density
j1 A cm–2 Current density at time t1, resulting from H2 evolution on

top of the monolayer
k mol cm–2 s–1 Rate constant for crystal growth in the direction parallel to

the electrode surface
k′ mol cm–2 s–1 Rate constant for crystal growth in the direction

perpendicular to the electrode surface
kr, k′

r k𝛽∕k𝛼, k′
𝛽
∕k′

𝛼

I (t) j∕(zFk′
𝛼
)

M g mol–1 Molar mass of the deposit
N cm–2 Expected density of nuclei in the hypothetical absence of

growth
N0 cm–2 Density of preferred sites on the electrode surface
NA mol–1 Avogadro’s number

P𝛼, P𝛽
𝜋M2

𝛼
k2
𝛼
A𝛼

3𝜌2
𝛼

,
𝜋M2

𝛽
k2
𝛽
A𝛽

3𝜌2
𝛽

rc cm Critical size of a nucleus
R′, 𝛼 and 𝜙 Defined in Figure 3.2.
R = vt cm Base radius of the growth centers
R0 cm Linear dimension of a growth center formed at t = 0
S cm2 Surface area of the overlapping diffusion zones
t s Deposition time
t1 s Time prior to the formation of 3D growth centers
T A′𝛾t

v = Mk
𝜌

cm s–1 Speed at which centers grow laterally

z Number of electrons transferred per ion
ze C Charge transferred per ion

(continued)

www.Technicalbookspdf.com



52 Developments in Electrochemistry

Table 3.1 (Continued)

Symbol Unit Definition

𝛾, 𝜅 v
√
𝜋A∕A′∕A′, k′

k tan 𝜃′
𝜂 V Overpotential
𝜌 g cm–3 Density of the deposit
𝜎13 J cm–2 Interfacial energy (Figure 3.2) for a heterogeneous

nucleation
𝜎′

13 J cm–2 Interfacial energy (Figure 3.2) for a homogeneous
nucleation

𝜃 and 𝜃′ Contact angles which a nucleus makes with the electrode
surface (Figure 3.2)

Θ1, Θ2, . . . , Θn Coverage by only 1, 2, ⋯, or n layers

for the formulation of coverage and overlap on a macroelectrode can be imagined. The first
(see Figure 3.4a) illustrates that [9].

Θ = Θ1 + Θ2 + Θ3 +⋯ + Θn +⋯ =
∞∑
1

Ene−E

n!
= 1 − exp(−E) (3.3)

where Θn is the expected coverage by only n circularly-based growth forms and E is the
expectation that any given point on the electrode surface would be covered by the act of
growth [10]. In the second geometric representation (Figure 3.4b), the concept is used of
Sn,ext representing the fractional coverage by at least n growth centers. Thus, [11]:

Θ = S1,ext − S2,ext + S3,ext −⋯ + (−1)n+1 Sn,ext +⋯ = 1 − exp(−S1,ext) (3.4)
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S1,ext S1,ext

S3,ext
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S1
S2

S2 S2
S3

(b)

Figure 3.4 Geometric representations of (a) the Evans (a) and (b) the Avrami approach to
the statistical formulation of the coverage.

Thus, for circularly-based growth forms S1,ext is identical with E. However, is this the
case for all growth geometries? Figure 3.4 shows that [9] (the limits of the summation for
the third equality in Eq. (3.7) of Ref. [9] should be from 1 to ∞):

S1,ext =
∞∑
1

nΘn =
∞∑
1

nEn

n!
e−E = e−E

∞∑
0

(n + 1) E(n+1)

(n + 1)!
= Ee−E

∞∑
0

nEn

n!
= Ee−EeE = E

(3.5)

Since Equation (3.5) was derived independent of any assumptions regarding the shape
of the growth centers, it follows that S1,ext = E for all growth forms. However, the use of
the Avrami approach requires to write S1,ext = Ee−EeE. Thus, calculations involving S1,ext
will evidently require a more complex approach than the use of E directly, and this latter
route will be the preference when formulating all forms of growth.

3.1 Modeling Electrocrystallization Processes

The kinetics of nucleation are assumed to follow a first-order reaction law. Thus, the number
of nuclei in the absence of any subsequent growth is represented by

N = A
A′ [1 − exp

(
−A′t

)
] ,

where A(cm−2s−1) and A′(s−1) are, respectively, the expected nucleation rate constant and
the expected frequency with which a nucleus is to form at a given site. For a homogeneous
nucleation A

A′ =
1
𝛼r2

c
, where 𝛼 > 4 and rc is the critical nucleation size. However, for a

heterogeneous formation of nuclei on N0(cm−2) preferred sites randomly distributed over
the surface of an electrode, A

A′ = N0.
For the formation of a monolayer of deposit, only the growth of circular discs has been

considered [12]. The general nondimensional form of the current–time transient is [13]

I = 2

[
T − 𝛾 + 𝛾 exp

(
−T
𝛾

)]
exp
[
−T2 + 2𝛾T − 2𝛾2 + 2𝛾2 exp

(
−T
𝛾

)]
(3.6)
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Figure 3.5 The forms of the transients for 2D growth [Equation (3.6)] for three values of 𝛾.

where 𝛾 = v
√
𝜋A∕A′∕A′ and I, v and T are defined in Table 3.1. As 𝛾 → 0 (A′ → ∞), Equa-

tion (3.6) reduces to I = 2T exp(−T2), the so-called “instantaneous” nucleation. However,
nuclei never form at once when the potential is applied, but always form progressively. Con-
sequently, in order to eliminate any possible confusion, “instantaneous” and “progressive”
nucleation will hereafter be referred to as “fast” and “slow” nucleation, respectively. Fig-
ure 3.5 reveals that when 0.03 ≤ 𝛾 ≤ 35, for example, 𝛾 = 7 (the middle transient curve),
the current–time transient does not follow the shape derived for the “slow” nucleation
I = T2 exp(−T3∕𝛾)∕𝛾 .

For this range, the terminology “intermediate” nucleation is introduced. Nucleation is,
therefore, “fast” when 𝛾 ≥ 35, that is, when A′ ≥ 60v

√
A∕A′, and “slow” when 𝛾 ≤ 0.03,

that is, when A′ ≤ v
√

A∕A′∕20. However, A′(s−1) and v
√

A∕A′(s−1) are the rates at which
sites are either ingested by the act of nucleation or by the act of growth. So, whenever the
likelihood of the coverage of a given site by the act of nucleation is 60-fold more or 20-fold
less than that of growth, nucleation is termed as “fast” or “slow.” The same limits have been
shown [14] to hold for the 3D growth models.

The 3D growth models are divided into two categories [15]: (i) shape-preserving topogra-
phy, which for the sake of brevity is hereafter referred to as Type I; and (ii) shape-changing
topography (Type II). Within the Type I category only the growth of right-circular cones
[16] has been fully investigated [14, 17]. Hemi-spheroids [14], paraboloids [18], hyper-
boloids [15] and spherical-caps [19] are examples of Type II category. The current–time
transients resulting from nucleation of both, Type I and Type II growth forms, can be
derived from [15].

I (𝜏) =

𝜏

∫
0

dE
d𝜏

exp (−E) ds

E = w2 (𝜏, s) − 2

w(𝜏,s)

∫
0

exp
[
−𝜆(𝜏 − 𝜏g)

]
wdw

w (𝜏, s) =
[
𝜏2 + (2𝜅 − 1) s2 − 2𝜅s𝜏

]1∕2

𝜏g = 𝜅s +
√

(1 − 𝜅)2s2 + w2

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

(3.7)
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y

Figure 3.6 The shapes generated by Equation (3.8) with R = 0.5 and with 1 ≥ 𝜅 ≥ 0, after
revolving around the y-axis. Reprinted from Ref. [6] with permission from Elsevier.

where, E [10] for formulating current–time transients resulting from 3D growth models has
been redefined [6]. The current density j(Acm−2) = zFk′I(𝜏), where, 𝜏, 𝜅 and 𝜆 are defined
in the list of symbols.

An equation representing conic sections of revolution is derived by combining Equations
(3.14–3.16) and the definition of 𝜅 in Equation (3.18) within Ref [15]. Thus,

y = k′

2𝜅 − 1
{R𝜅 − [x2(2𝜅 − 1) + R2(1 − 𝜅)2]1∕2} (3.8)

where R(cm) is the base radius of growth centers. Figure 3.6 represents the shapes generated
by Equation (3.8) with R = 0.5 and with 1 ≥ 𝜅 ≥ 0. The current–time transients for the
growth of right-circular cones [14], hemispheroids [14] and paraboloids [18] are, thus,
derived by inserting in Equation (3.7) 𝜅 = 1, 𝜅 = 0 and 𝜅 = 0.5.

The popular approach to modeling current–time transients resulting from nucleation
and diffusion-controlled growth of centers mostly follows that described by Davison and
Harrison [20]. Most of the later work is based on the equation [21]

j =
zFc0D1∕2

𝜋1∕2t1∕2

{
1 − exp

[
−2
√

2𝜋3∕2
(

Mc0

𝜌

)1∕2

DN0t

]}
(3.9)

However, Fleischmann’s desire to discourage researchers from basing their approach on
Equation (3.9) is evident from one of his publications [22], where he points out that it is
essentially an empirical equation. So, what does Equation (3.9) represent? For the case of
a “fast” nucleation of N0 right-circular cone growth forms

j = zF𝜌
M

dV
dR0

⋅
dR0

dt
= zF𝜌

M
Θ tan(𝜃′)

dR0

dt
= zF𝜌

M

[
1 − exp

(
−𝜋R2

0N0

)]
tan (𝛿)

dR0

dt
(3.10)
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Figure 3.7 The form of the current versus time transients for a two-phase growth model. Each
phase is represented by a Type I growth center of a distinct contact angle; k′

r = 0.5.

Assuming a very low contact angle 𝜃′ = tan−1( 21∕3Mc0
𝜋𝜌

)3∕4 and a growth rate defined

by dR0
dt

= (𝜋Mc0
2𝜌

)1∕4 D1∕2

t1∕2 , we retrieve Equation (3.9) [23]. Thus, Equation (3.9) simply
represents right-circular cones growing under a planar diffusion, which implies that the
empirically proposed model [21] cannot account for the overlap of diffusion zones.

In many electrocrystallization processes, two or more phases are growing simultaneously.
Provided that k′

𝛼
> k′

𝛽
, the current–time transients resulting from all forms of simultaneous

growth of two phases can be based on [24, 25].

I(𝜏) =

k′r𝜏
′

∫
0

d(E𝛼 + E𝛽)

d𝜏′
exp(−E𝛼 − E𝛽)ds +

𝜏′

∫
k′r𝜏′

dE𝛼
d𝜏′

exp(−E𝛼)ds (3.11)

The current–time transient patterns of behavior for Type I and Type II categories of
two-phase growth are shown in Figure 3.7 [26] and Figure 3.8 [24]. However, when
the simultaneous growth of Type I and Type II categories are considered, two distinct
combinations (insets in Figures 3.9 and 3.10) are recognized [25]. The current–time transient
patterns of behavior for these dissimilar forms of growth are also shown in Figures 3.9 and
3.10. The wide variety of features, which are derived for the two-phase growth models
(see Figures 3.7–3.10) help in identifying from the shapes of the recorded transients the
manner, rates and topographies with which the individual phases are growing relative to
one another.

3.2 Applications of Models

The above models are to be used for analyzing those transients that are recorded under
special conditions [27]. In particular, the transients are recorded by applying a two-step
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Figure 3.8 The form of the current versus time transients for a two-phase growth model. Each
phase is represented by hemispheroids (Type II) of a distinct ellipticity; k′

r = 0.5.

potential profile to the working electrode. The first profile is to a potential as close as
possible to that where nucleation occurs but where no rising current is observed; the second
profile is to the potential at which the current–time transients are to be recorded. This
procedure ensures the reduction of the initial falling background/charging current, so that the
magnitude of this initial current cannot mask the very early stages of electrocrystallization.

Figure 3.11 is a current–time transient recorded during the electrocrystallization of
cobalt. It is because of the application of the two-step potential that the formation of a mono-
layer of deposit is clearly observed in the time range 0 < t < 20 s. This figure also shows the
fit of the recorded current–time transients to the transients derived for the “slow” nucleation
of the three forms of growth center (right-circular cones, hemispheroids, and paraboloids).
It can be seen that the rising portion of the transient is insensitive to the growth geometry,

Single-phase

-phase

-phase

1 2 3 4 5 6
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0.4

0.6

0.8

1.0
I

Figure 3.9 The form of the current versus time transients for a two-phase growth model. One
phase is represented by a Type I growth form, and the other by a Type II growth form; k′

r = 0.5.
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Figure 3.10 As for Figure 3.9, except that in this case the rate of the outward growth of Type
II centers is greater than that of Type I; k′

r = 0.5.

and this allows the kinetic parameters to be determined by analyzing the rising portion
of the recorded transients according to the model of growth of right-circular cones. The
pronounced current maximum can be accounted by the simultaneous hydrogen evolution
on the tops of Type II growth geometries (see Section 3.2.2).

3.2.1 The Deposition of Lead Dioxide

The technique of studying the early stages of the rising transients was pioneered by
Fleischmann and Thirsk [1], and first applied to the study of the electrocrystallization
of PbO2 [2]. The early rising portion of a current–time transient is considered to be “slow”
or “fast”, if, respectively, (j − j1)1∕3 or (j − j1)1∕2 is proportional to time t [2, 28]. Figure 3.12

50 100 150 200 250 300

200

400

600

800

Recorded CTT

J1

Hemispheroids
Paraboloids

Right-circular cone

Figure 3.11 Current versus time transient recorded (. . . .) during the electrocrystallization of
cobalt at an applied potential of –0.80 V (SCE) with the best fit (—) to the three models of
growth: solution composition 0.85 mol dm–3 CoSO4⋅7H2O, 0.15 mol dm–3 CoCl2⋅6H2O, and
0.58 mol dm–3 H3BO3.

www.Technicalbookspdf.com



Electrocrystallization: Modeling and Its Application 59

500 600 700 800 900
0.0

0.2

0.4

0.6

0.8

1.0

“slow”

“fast”
(j 

– 
j 1

)1 /
3  

/(
m

A
 c

m
–2

)1 /
3

(j 
– 

j 1
)1/

2  
/(

m
A

 c
m

–2
)1/

2

Figure 3.12 Plots of (j − j1)1∕3 and (j − j1)1∕2 versus time t for the electrocrystallization of PbO2
from a solution of 0.1 M Pb(NO3)2 + 1 M HNO3 at an applied potential of 1510 mV, temper-
ature 293 K. Reprinted from Ref. [29] with permission from Elsevier.

shows the plots of (j − j1)1∕3 and (j − j1)1∕2 against t for the current–time transient recorded
during the electrocrystallization of PbO2 [29]. Not only does the plot of (j − j1)1∕2 against
t curve upwards, indicating that the current density is proportional to powers of t greater
than 2, but the plot of (j − j1)1∕3 against t also displays an upward tendency (indicating the
impossible scenario that the current density is proportional to powers of time even greater
than 3). However, a closer inspection reveals that there are, in fact, two distinct linear
portions in the plot of (j − j1)1∕3 versus t (Figure 3.13). The existence of two linear portions
is an indication of the simultaneous formation of two distinct phases of a deposit [28].

If it is assumed that there exist two phases of a deposit, 𝛼 and 𝛽, each of which has its own
specific induction period, t𝛼 and t𝛽 , with t𝛼 < t𝛽 . The overall current density for t < t𝛼 is zero.
However, in the time region t𝛼 ≤ t ≤ t𝛽 only the 𝛼-phase is expected to grow, for which
(j − j1)1∕3 = (zFk′

𝛼
P𝛼)1∕3(t − t𝛼). A value of (zFk′

𝛼
P𝛼)1∕3 ≈ 0.00215(mA cm−2)1∕3s−1 is

obtained from the slope of the early linear segment of Figure 3.13, with an estimation of
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Figure 3.13 The same data of Figure 3.12, but only plotted for (j − j1)1∕3 versus time t, showing
two distinct linear portions.
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Figure 3.14 Plots of (j − j1)1∕3 against time t, as predicted by Equation (3.12) for different
values of k′

𝛽
P′
𝛽
/k′

𝛼
P′
𝛼
.

t𝛼(= 480 s) from the intercept with the t-axis. The data fit well with the first linear segment
up to t ≈ 700 s, after which it starts to diverge. Thus, for the time range 480 ≤ t ≤ 700,
(j − j1)1∕3 = 0.00215(t − 488). For t > 700 s,

(j − j1)1∕3 =
[
0.02153 (t − 488)3 + zFk

′

𝛽
P𝛽 (t − 700)3

]1∕3
(3.12)

Figure 3.14 shows that, for a two-phase electrocrystallization, the larger the value of k′
𝛽
P𝛽

compared with k′
𝛼
P𝛼 , the greater is the deviation of the slope between the two portions of

the plot. It is therefore not possible to observe from practical measurements a deviation in
the slope of the two portions of the plots when k′

𝛽
P𝛽 < k′

𝛼
P𝛼 . It is thus concluded that, even

for cases when a seemingly single linear dependence of (j − j1)1∕3 against t is observed, the
formation of a second phase cannot be ruled out.

3.2.2 The Electrocrystallization of Cobalt

The formation of a monolayer prior to the onset of the 3D growth of cobalt deposit has
clearly been shown in Figure 3.11. The nonlinear regress returns an induction time, t1
∼25 s, which is the time taken for the monolayer to grow large enough that the 3D growth
forms are nucleated on top of the monolayer. It is very likely that the formation of 3D
growth centers requires such sites as the junctions of three 2D growth centers, and thus the
coverage of the monolayer should pass well beyond the overlap of 2D growth forms in order
for the 3D centers to form. The high current density, j1 ∼ 28 μA cm–2, during monolayer
formation is an indication of the rate of hydrogen evolving on top of the monolayer [28].

None of the theoretically derived models can account for the observed ratio of the
current maximum to the steady-state value (see Figure 3.11). An incorrect assumption that
the deposition current density is always proportional to the surface area of the growth
forms could lead to an incorrect conclusion that the growth of elongated hemispheroids
would result in a greater ratio of the current maximum to the steady-state value. It has
been shown [30] that the shape of the derived transients is independent of the eccentricity
of hemispheroids; however, the current density for the evolution of hydrogen is directly
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Figure 3.15 The closest fit (——) of the current–time transient derived for the “fast” nucleation
and paraboloidal forms of growth with concurrent evolution of hydrogen (Equation 3.19 of Ref.
[18]), to the recorded transient (⋯) for the electrocrystallization of cobalt at −0.9 V; the solution
composition was as in Figure 3.13.

proportional to the surface area of the deposit [18], and therefore the pronounced maximum
current is achieved once the concurrent evolution of hydrogen on tops of elongated Type II
growth forms is considered. Figure 3.15 shows a very close fit of the data recorded during
the electrocrystallization of cobalt at –0.9 V, to the current–time transient derived for a
“fast” nucleation and growth of paraboloids with the concurrent evolution of hydrogen on
top of the growth centers.

The higher magnitude of the initial falling background current at –0.9 V, compared with
that recorded at –0.8 V (Figure 3.11), masks the transient for formation of the monolayer.
However, this masking does not necessarily convey the message that a monolayer, prior
to the formation of the 3D growth forms, had not been formed. The nonlinear regress
(Figure 3.15) reveals that the formation of 3D centers commences at 1.8 s (compared to
∼25 s at –0.8 V) after the application of the potential step. This 1.8 s is, indeed, the time
taken for enough of the monolayer to form so that the 3D growth forms can nucleate at the
junctions where three 2D growth forms meet. If this is the case, then it must be concluded
that the rate of formation of the 3D growth forms is dictated by the rate of formation of
these junctions, which in turn is determined by the rate of nucleation of the underlying
monolayer, a conclusion that was reached in 1981 [27].

The early stages of the rising portion of some (but not all) recorded transients for the
deposition of cobalt are characterized by two linear segments when (j − j1)1∕3 is plotted
against t [28]. This implies that cobalt is also deposited as two distinct phases. In those
cases, where only one linear segment is observed (i.e., k′

𝛼
P𝛼 > k′

𝛽
P𝛽 ; Figure 3.14) a very

close fit of the recorded transient (Figure 3.15) to that derived for a single-phase growth
model is naturally expected. However, when k′

𝛼
P𝛼 < k′

𝛽
P𝛽 , not only are two distinct linear

segments obtained, but the nonlinear fit of the recorded transients would return negative
values for the nucleation rates. These findings will be discussed elsewhere.

3.3 Summary and Conclusions

For modeling current–time transients, the first-order nucleation law N = A
A′ [1 − exp(−A′t)]

has been used as a general form, or N = N0[1 − exp(−A′t)] as a specific form when the
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Figure 3.16 Potential transient performed at –1.1 V and −1.15 V (vs SCE), in a 10 mM
[Co(H2O3)6](NO3)2 in 0.1 M MgSO4 with 0.1 M H3BO3 solution (as in Figure 3.3 of Ref. [31]).
The inset shows a SEM image of cobalt nucleated on a boron doped diamond surface, after
–1.1 V potential has been applied for a 60 s period (as in Figure 3.6b of Ref. [31]). Reprinted
from Ref. [31]. Copyright © 2006 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

preferred number of sites N0 (cm–2) are randomly spread over the surface of the electrode. It
follows that none of the above equations is operative when nuclei are either formed on such
substrates (as shown in Figure 3.1) or on boron-doped diamond substrates (see the inset in
Figure 3.16) [31]. This is because, in both cases, large areas – such as those on both sides
of the scratch in Figure 3.1, or areas surrounding the location P2 in Figure 3.16 – are not
nucleated, which means that the rate of nucleation cannot be supposed to be proportional
to the area uncovered, as is the case for the derivation of the above equations; the preferred
nucleation on lines such as the one passing through P1 in Figure 3.16 is obvious.

When using theoretical current–time transients, The following points must be borne in
mind:

1. If the recorded transient has either attained a plateau (usually signifying the attainment
of a steady-state current for the Type I category of growth models), or has passed
beyond a maximum by half of the total deposition time, and the full coverage of the
electrode surface is not observed, then the formation of nuclei had not taken place in a
random fashion. In such cases, the first-order nucleation law and the subsequent derived
transients cannot be applied to the analysis of the recorded transients; see, for example,
the recorded transient in Figure 3.16 [31].

2. Transient current refers to the early stages of deposition, which witnesses a changing
pattern in current as a direct result of the type of nucleation, the form of growth, and
the overlap of growth forms. The flow of current then either attains a plateau (for Type I
category of models) or passes through a maximum (Type II category), before attaining a
steady-state current density (= zFk′). Thus, such a statement with respect to Figure 3.16
as “the current, achieved a steady state after about 10 s” [31] is flawed.

3. It has been noted previously [6, 14] (and also in this chapter) that nucleation is always
a progressive process except that, for a “fast” nucleation (the so-called “instantaneous”
nucleation), nuclei are forming so fast that it is 60-fold more likely for a given site to
be covered by the act of nucleation than by the act of growth. It is, therefore, simply
incorrect to relate “fast” nucleation to a scenario in which “the number of nuclei on the
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surface “immediately” attains the value of N(∞) following the application of a potential
of suitable magnitude” [31]. It then follows that in the very early stages the number of
nuclei is expected to increase with time, even for a “fast” nucleation, which in one sense
can be termed as the transient state of nucleation. In addition, the deposition of cobalt has
been shown [28] to follow the formation of an underlying monolayer for which a finite
time is necessary, for example, 1.8 s under the condition given in Figure 3.15. Thus, the
above explanation can account for the calculated 1 to 2 s delay observed elsewhere [31].

Finally, it is appropriate to refer to the last two publications of Martin Fleischmann
[3, 4], which incidentally happened to be on the subject of nucleation. In these papers, he
sought to establish an approach to nucleation based on quantum electrodynamics, and built
on an earlier conference presentation by the late Preparata [32]. Whilst this is an exciting
development, it remains to be seen whether others will seek to build on these investigations.
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Nucleation, as the onset of a first-order phase transition, is common ground between several
disciplines. The formation of short-range ordered aggregates in a melt or solution in polymer
science [1], molecular assemblies in biological systems, the condensation of vapors to form
mist in the atmosphere, or cavitation phenomena in fluid mechanics [2], all take place
through the creation of small aggregates of the condensed phase out of the parent phase.

The description of the kinetics and its dependence of the controlling parameters are of
utmost importance, and between the 1920s and 1940s the seminal studies of Volmer and
Weber [3], Farkas [4], Kaischew and Stranski [5], Becker and Döring [6] and Zeldovich [7],
set the theoretical foundations of classical nucleation theory. Electrochemical nucleation
owes much of its theoretical foundation to the field of crystal growth, thoughtfully devel-
oped by the Bulgarian crystal growth school [8]. Whereas in the latter, supersaturation is
imposed via phase composition, in electrocrystallization the use of suitable electrochemical
instrumentation to control the electrical state of the system allows the precise establishment
of either the energetics or the kinetics of the process.

The classical nucleation theory, based on Gibbs thermodynamics statements, uses the
macroscopic properties characteristic of bulk phases, such as free energies and surface
tensions, for the description of small clusters. Contradictory results arose in early studies of
electrochemical nucleation [9], where the size of a critical mercury nucleus on a platinum
substrate amounted to only a few atoms, with properties that could substantially differ
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from the bulk phase [10]. Thus, a different approach to interpret the relationship between
electrochemical supersaturation and nucleation rate was devised: the atomistic theory of
the nucleation rate [11, 12]. This is a microscopic model of the kinetics of nucleation in
terms of atomic interactions, attachment and detachment frequencies to clusters composed
of a few atoms, as part of a general nucleation theory based on the steady-state nucleation
model [13]. Over the years, both approaches have been understood as limiting cases of a
general model, where the classical model works well in the case of low supersaturation
and sufficiently large critical clusters, whilst the atomistic model is appropriate for high
supersaturation and very active substrates when the critical nuclei are very small [8].

It is evident from this brief outline that, long before the advent of nanosciences, it was
common amongst those committed to the study of electrochemical nucleation to refer to
aggregates of a few atoms (or even a single atom adsorbed on a surface site! [8]) as crit-
ical entities within the framework of available nucleation models. In spite of these early
studies and the later developments described below, electrochemical nucleation has been
largely absent from the most widely used electrochemical textbooks, and has remained
a relatively marginal affair within the mainstream of electrochemical studies devoted to
corrosion, metal deposition, electrocatalysis, electrosynthesis, and so forth. There are some
notable exceptions though, such as Vetter’s discussion of the electrocrystallization overpo-
tential in his classical textbook Electrochemical Kinetics [14], or the inclusion of transient
techniques for the study of nucleation and growth phenomena in the book Instrumental
Methods in Electrochemistry [15], authored by the Southampton Electrochemistry Group
and strongly influenced by the ideas of Martin Fleischmann. Today, researchers focused
on the synthesis and characterization of nanometer aggregates find a mature theoretical
framework in the earlier electrochemical nucleation literature, where contributors such as
Fleischmann established nucleation as a fundamental electrochemical phenomenon. Some
of Martin Fleischmann’s most notable contributions are briefly outlined in the follow-
ing section, while in later sections some more recent advances will be described. The
chapter concludes with a brief discussion of some topics where further progress may
be expected.

4.1 An Overview of Martin Fleischmann’s Contributions to
Electrochemical Nucleation Studies

The importance of the analysis of the non-steady state in electrochemical processes was
pointed out by Fleischmann [16] back in the 1950s. Previously, most studies away from the
steady state involved measuring the overpotential under galvanostatic conditions. Since,
however, the rates of electrochemical reactions and, in particular, the rates of nucleation
and growth of new phases, were a strong function of the electrode potential, Fleischmann
pointed out the advantages of measuring the current as a function of the overpotential for
the analysis of systems in the non-steady state. Moreover, he made significant contributions
to the design and implementation of fully functional high-speed potentiostats and function
generators, as well as appropriate electrochemical cells [17]. These allowed the application
of novel sequences of controlled potentials (e.g., double potentiostatic step [18]), that
enabled researchers to carry out transient studies aimed to separate experimentally the
nucleation rate from steps relating to phase growth processes.

www.Technicalbookspdf.com



Nucleation and Growth of New Phases on Electrode Surfaces 67

Later, during the 1970s and early 1980s, Fleischmann and coworkers at the University
of Southampton conceived a novel approach to study fast kinetics. Mass transport could be
controlled, varied and substantially enhanced by diminishing the radius of a disc electrode
to micrometric dimensions (<20 μm), providing a simple alternative to the rotating disc
electrode. Such electrodes also had the advantages arising from the radial material flux to
an almost infinitesimal sink, namely a rapid attainment of the steady state, high current
densities with small measured currents, a very high ratio between faradaic and capacitive
currents, and a substantial decrease of the ohmic potential drop due to solution resistance
[19, 20]. For investigations of nucleation, the low area of such electrodes also offers the
possibility to study a small number of nuclei.

Studies on the behavior of the lead dioxide electrode [21], the oxidation of silver sul-
fate to silver oxide [22], the kinetics of electrocrystallization of thin films of calomel
[23] and the electrodeposition of nickel [24], as well as the concepts and applications of
micrometer-sized electrodes [25], stand as pioneering research concerning nucleation and
growth problems. Wisely designed experimental procedures combined with mathematical
models recognizing the chemical nature of the problem led to many new insights.

4.2 Electrochemical Nucleation with Diffusion-Controlled Growth

The possibility of controlling supersaturation – the driving force for nucleation – by manip-
ulating the electrode potential make electrochemical methods very convenient, precise and
economical ways of studying heterogeneous nucleation. It is now generally agreed that
electrodeposition on a foreign substrate occurs by a process of nucleation, through which
ions in solution discharge over “active sites” on the surface (steps, kinks, holes, grain
boundaries, chemically modified locations), forming stable nuclei of the new phase that
grow further by the incorporation of adsorbed atoms, or by direct attachment of ions from
solution. The nucleation process is formulated as the stepwise addition and removal of
atomic or molecular species to a given cluster of size n, until the eventual formation of a
supercritical nucleus of size n* that grows irreversibly. The heterogeneous nucleation rate
is frequently assumed to be first order with respect to the number of active sites on the
surface, thus decaying exponentially with time:

dN∕dt = AN0 exp(−At) (4.1)

where N (cm−2) is the number density of nuclei at time t, N0 (cm−2) is the number density of
active sites initially present on the surface, and A (s−1) is the nucleation rate constant per site,
a potential-dependent frequency. The nucleation process can be broadly classified into either
two-dimensional (2D) or three-dimensional (3D), and phase growth may be kinetically
or mass transport-controlled. These categories have fundamental differences regarding
the rate limiting step on the overall mechanism: during phase growth, mass transport
and charge transfer are consecutive processes, with the slowest being rate-determining.
When the rate is limited by the incorporation of (ad)atoms into 2D or 3D growth centers,
crystallinity and shape are critical factors. On the other hand, when mass transport controls
the rate of the electrocrystallization, simple geometric forms (e.g., hemispheres) may be
considered as material “sinks” immersed in a mass transport layer. In this chapter, attention
is focused on the latter, with systems characterized by high exchange current densities
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for the electrodeposition of metal ions, where the overall growth rate is determined by
diffusional mass transport to the electrode.

This particular area of electrochemical nucleation and growth has been recently reviewed
by Hyde and Compton [26]. From the material summarized therein, several important
aspects open to discussion can be identified:

• The difficulty in modeling progressive nucleation.

• The concept of active sites, and the form of the nucleation rate law.

• The real nature of the very first stage of the nucleation of a new phase on the surface
of an electrode. In most cases, either the classical or atomistic analyses of its kinetics
indicate that single adatoms behave as thermodynamically stable entities that are able to
grow irreversibly.

These issues remain unresolved, and some attention will be given to each.

4.3 Mathematical Modeling of Nucleation and Growth Processes

“Instantaneous” and “progressive” nucleation are limiting cases corresponding to fast nucle-
ation on a small number of active sites and slow nucleation on a large number of active
sites, respectively. Both extremes are unattainable in real situations and have sparked heated
discussions in the literature, as well as some misuse of current theories describing 3D nucle-
ation with diffusion-controlled (3DDC) growth processes. It has been suggested that the
observed lag in the nucleation rate in response to changes in the electrode potential is due
to a non-steady regime during the early stages of nucleation, rendering the instantaneous
nucleation definition unphysical [27]. However, the term “instantaneous” actually refers to
processes leading to the nucleation of a new phase occurring in a time-scale much faster
than the exhaustion or inhibition of nucleation sites on the surface, due to the subsequent
growth of the new phase. Currently available 3DDC models rely on phenomenological
descriptions of the statistical geometry of transformations, based on the Kolmogorov–
Johnson–Mehl–Avrami (KJMA) theory, as first introduced to electrocrystallization studies
by Bewick, Fleischmann and Thirsk in 1962 [23]. The diffusion fields around 3D growth
centers with locally spherical symmetry are projected onto the plane of the electrode as
planar diffusion zones, and the nucleation and growth process is treated in analogy to a 2D
phase transformation [26]. Currently available 3DDC models [28,29], however, frequently
encounter inconsistencies at the progressive nucleation limit, due to mathematical difficul-
ties in handling the overlap of planar diffusion zones representing the diffusion fields of
nuclei born at various times [30]. The main intricacy arises from the unreality of modeling
such situations with diffusion zones of uniform height. It has been shown that to overcome
this major limitation requires a hierarchical treatment of the problem of overlap, with earlier
diffusion zones prevailing over later ones [31]. Appropriate formalisms for the rigorous
treatment of this statistical geometric problem, however, are still unavailable.

Direct observation of individual nuclei is now possible using in-situ atomic force
microscopy (AFM) techniques [32] that allow the determination of nucleation and growth
rates of Pb nuclei on boron-doped diamond electrodes as a function of time and overpoten-
tial. In-situ tapping-mode AFM proved to be an efficient tool for imaging the electrodeposi-
tion process at the micron scale, and showed an agreement between the kinetic parameters
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of nucleation and growth under diffusion control obtained from transient analysis using
the 3DDC model, with the same quantities observed directly using in-situ AFM. Optical
methods have been also used. Wu et al. studied the earliest stages of growth of Pb deposits
on polycrystalline Cu surfaces at overpotentials, in the presence and absence of Cl− ions in
solution, by a combination of oblique incidence reflectivity difference (OI-RD) and in-situ
AFM measurements [33]. This is a fast technique with submonolayer sensitivity that can
be used to follow the early stages of electrodeposition processes, even those involving fast
kinetics in charge transfer and lattice incorporation steps, as is frequently the case. As
described elsewhere in this book, Martin Fleischmann and coworkers pioneered the devel-
opment of in-situ spectroscopic studies of the solid–liquid interface, and the combined use
of optical and local probe techniques to study dynamic processes at electrochemical inter-
faces under potentiostatic control is becoming an extremely valuable tool for understanding
the various phenomena involved in the formation and growth of new phases on electrodes.

4.4 The Nature of Active Sites

Experimental nucleation studies are extremely sensitive to the state of the surface. Elec-
trochemists working in this area are fully aware of the extreme care that is needed to
obtain reproducible and meaningful results. Polishing electrode surfaces with diamond
dust or micrometer-sized alumina to a mirror finish is customary, with additional chemical
and electrochemical treatments being common. Depending on the metal being electrode-
posited, and the nature of the substrate, anodic dissolution of deposits between experiments
may suffice, although leftovers from previous tests frequently enhance nucleation in succes-
sive experiments, distorting the systematic measurement of the A and N0 dependence on the
overpotential. Thus, the activity of electrode surfaces towards the nucleation of new phases
needs proper definitions and rigorous treatment. In particular, as described by Deutscher
and Fletcher [34, 35], the energy required to establish supercritical nuclei on active sites
on the surface is not a unique quantity. Rather, it is the mean of a wide range of values
arising from surface heterogeneities, leading to dispersion of the nucleation rate due to the
high sensitivity of active sites to the interfacial free energies. Consequently, the exponential
steady-state nucleation rate law expressed in Equation (4.1) does not hold in the general
case, and a site energy-dependent and time-varying function A(𝛾 ,t) for the nucleation rate
should be used instead.

One way of dealing with the surface heterogeneities invariably present at solid–liquid
interfaces is to try and avoid them altogether. This may be achieved, for example, by
isolating a small region of a crystal face and removing from it dislocations and other surface
inhomogeneities with a special technique, to obtain defect free, “quasi-ideal” crystal faces,
as ingeniously developed by Budevski and coworkers [36]. This methodology led to very
valuable advances in the understanding of fundamental aspects of 2D nucleation, providing
also empirical evidence confirming the validity of the classical theory of nucleation. For 3D
nucleation with diffusion-controlled growth (3DDC), an interesting alternative approach
to the problem of surface heterogeneities has been proposed and a suitable model was
developed, describing nucleation at a liquid–liquid interface. This has the advantage of
eliminating the heterogeneities of a solid surface, but at the expense of difficulties in defining
the supersaturation driving the phase transformation in the interfacial region, and the need
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to develop transport equations at both sides of the interphase [37,38]. At the other extreme
of surface heterogeneity, the enhanced activity of a particular surface topography has been
used advantageously to grow specific structures with attractive properties and potential
applications. Typical examples are the growth of nanocrystalline 𝛼-MnO2 nanowires for
high- performance lithium batteries [39] or photoconductive CdS hemicylindrical shell
nanowire ensembles as fast optical gating devices [40], by electrodeposition on the steps
of highly ordered pyrolytic graphite (HOPG) surfaces, a method that has been termed
electrochemical step edge decoration (ESED).

Due to its extreme sensitivity on the state of the surface, nucleation kinetics is cru-
cially affected by concurrent physical or electrochemical processes, such as an underpoten-
tial deposition stage during electrocrystallization [41], the adsorption of ions or blocking
agents, or the potential-dependent electrochemistry of the electrode surface. For instance,
active sites may appear or disappear from the electrode surface simultaneously with the
nuclei of the new phase, rendering it impossible to distinguish between the actual nucle-
ation rates and the rates of appearance and disappearance of active sites, especially if
the nucleation experiments are carried out by means of the standard single-step potentio-
static technique. These surface electrochemical reactions have been examined by Milchev
et al. [42] who developed a polarization routine devised to fix the energetic state of the
electrode surface.

Densities of active sites on electrode surfaces have been typically found to be on the
order of 105 to 107 cm−2. It is then possible to isolate single growth centers by restricting
the area of the electrode, and this may be realized using microdisc electrodes of sufficiently
small radius, exposing approximately 10−7 cm2 of surface area to the solution (e.g., with
microdisks with a radius of a few microns). The waiting times for nuclei births on these sur-
faces may be repeatedly measured under various conditions, in order to probe the statistics
of nucleation, as further described below. Instead of successive experiments on a single site,
the simultaneous growth of multiple centers on an assembly of microelectrodes sufficiently
apart as to avoid the interaction between them may be used to probe surface heterogeneities.
Deconvolution of the individual contributions to the overall current makes it possible to
construct accurate experimental N(t) curves, and this leads to an interpretation based on the
existence of a distribution of activities of the active sites [34], an issue which has impor-
tant implications in several key areas of electrochemistry, including mineral dissolution
reactions, pitting corrosion, gas evolution reactions, and the etching of semiconductors.

Since the growth of nuclei inhibits the nucleation rate in their vicinity [43], information
on the dispersion of nucleation rates can be also obtained from the spatial distribution of
nuclei on electrode surfaces. If the spread of nucleation rate constants across the surface
is broad, then only the most active of sites, with a low number density, will have time
to develop nuclei before the surface becomes covered with exclusion zones around them,
and the distribution of nearest neighbors will correspond to that of Poisson-distributed
point particles [44]. Moreover, a number of experimental systems display instantaneous
nucleation at low overpotentials, with the number density of nucleation sites frequently
found to depend strongly on the overpotential, turning into progressive nucleation at higher
overpotentials, as larger numbers of sites become active for nucleation [45]. The nature of
the active sites, the dispersion of their activities, and the dependence of nucleation rates
on the state of the surface remain matters that have been minimally explored, and further
progress can be expected.
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4.5 Induction Times and the Onset of Electrochemical Phase
Formation Processes

The clustering process preceding the appearance of nuclei has been regarded as a “birth-
and-death” Markov process [25, 46]:

n − 2 ⇄ n − 1 ⇄ n∗ (4.2)

where n* is the smallest stable aggregate or “critical nucleus,” while their further growth is
considered a “pure birth” irreversible process:

n∗ → n∗ + 1 → n∗ + 2 → ⋯ (4.3)

The introduction of microelectrode techniques in electrochemistry allowed Pons and
Fleischmann [19], as well as others, to examine the statistics of these processes. Early
studies on microelectrodes [45, 47] analyzed the induction times before the irreversible
growth of the first nucleus on the surface, an event detected by the sudden rise of a
faradaic current. Although this requires studies to be conducted at very low currents, the
sudden rise is easily detected and effectively identifies with high precision the outcome of
the stochastic processes preceding the irreversible growth of the new phase. If the forward
rates in Equation (4.3) are considered to be sufficiently fast, then the observed retardation on
the growth current occurs during the development of a subcritical cluster; that is, Equation
(4.2) applies. By observing the distribution of induction times on a statistically significant
number of experiments, the initial kinetics of formation of critical nuclei of Hg [45] and
PbO2 [46] has been defined and analyzed in terms of statistics and the Gibbs energy barriers
dictated by the nucleation theory.

One frequently observed result remains paradoxical; this is the interpretation of exper-
imental results when both the classical [3–7] and atomistic [11–13] nucleation theories
yield critical nuclei of very small size, in many cases containing even zero atoms [8]. This
implies that a single atom discharged onto an active site is already supercritical – that
is, it is stable and able to grow irreversibly. As Abyaneh et al. recently pointed out [48],
such a situation can hardly be considered as 3D nucleation, and 2D formalisms would be
more appropriate. With large surface densities of active sites, the very initial step of the
phase formation process involves a submonolayer of adsorbed atoms. The activation barrier
opposing the formation of stable nuclei vanishes at high supersaturations, and the system
becomes unstable, undergoing very fast (i.e., instantaneous) spinodal decomposition, with
density fluctuations where the wavelengths are determined by the thermodynamic proper-
ties of the system, growing exponentially with time (cf. Ref. [49] and references therein).
When the volume fractions of the phases in heterogeneous systems are close to 50%, intri-
cate interconnected patterns evolve, and these are distinctively different from the compact
island morphologies expected from nucleation and growth processes. Labyrinthine inter-
connected structures on the nanoscale have indeed been observed using scanning tunneling
microscopy upon stepping the potential of a gold surface undergoing phase transformation
in the presence of chloride ions [48]; this substantiates spinodal decomposition as a possible
mechanism driving electrochemical phase transformations at high supersaturations. Other
experimental evidence also points to mechanisms of phase formation that do not involve a
nucleation barrier at high overpotential. The Gibbs energy of formation of critical nuclei
may be determined by studying the temperature dependence of the nucleation rate, and very
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low values of the reversible work of formation of critical nuclei have been found during
the nucleation of Ag on vitreous carbon [50], approaching zero at high overpotentials, and
also suggesting such a spinodal mechanism for the phase transformation. Although many
of these findings still require additional verification, what is evident from this very short
discussion is that further experimental studies and theoretical advances of the processes
preceding irreversible phase growth are due, and that the necessary experimental tools
appear to be already available. Recently, Abyaneh et al. revisited studies on the induction
times for 𝛼-PbO2, Ag and Hg nucleation on microelectrodes, at high overpotentials [48].
These authors also concluded from an interpretation of their results that the subcritical
aggregation processes do not involve the balancing of the positive surface and negative
bulk terms of the Gibbs energy as the impeding force for phase formation, as postulated
by nucleation theories. Instead, they postulated, as discussed above, that the delay times
observed for irreversible phase growth stem from the dynamics of development of coherent
domains of the new phase from incoherent clusters, a proposal that was entirely consistent
with the general nonequilibrium thermodynamic theory of chemical kinetics and charge
transfer [51] that had recently been formalized. Such approaches are fit to address the
dynamics of nucleation and growth driven by surface reactions in nonhomogeneous media,
as is the case in 3DDC processes and other fields such as intercalation batteries [52].

4.6 Conclusion

Studies on the electrochemical formation of new phases on electrode surfaces have advanced
a great deal during the past 60 years. Progress has been built upon fundamental concepts of
the equilibrium of heterogeneous systems, statistical and irreversible thermodynamics, the
equilibrium structure of surfaces, interfacial and atomic bonding energies, crystal growth,
chemical kinetics, mass transfer, stochastic processes, and statistical geometry. Understand-
ing phase formation phenomena in electrochemical systems has had diverse motivations
throughout the years. Nowadays, research in this field receives thrust from intense needs
for more efficient and economic electrocatalysts for sustainable and environmentally sound
systems for the conversion and storage of energy. Other drivers include processes for the
microelectronic industries, developments in nanotechnologies, health, new materials, and
quantum dots. The field has moved forward by taking full advantage of the new experi-
mental techniques that have been introduced, as well as the development of novel tools for
the interpretation of data. In such a multidisciplinary and complex environment, intense
interplay between ideas, experiments and mathematical models plays a crucial role. This
has been fruitful field for the development of the many imaginative and productive contri-
butions of Martin Fleischmann that will continue being an integral part of the field for the
foreseeable future.
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5
Organic Electrosynthesis

Derek Pletcher
University of Southampton, Chemistry, UK

Martin Fleischmann was not an organic chemist by experience or interest, but he had a
substantial impact on the development of organic electrosynthesis. Early in his career,
he had come to recognize that it was the applied potential that controlled the rate and
selectivity of all electrode reactions, and he was keen to apply this concept to organic
synthesis. Related to this idea, he further recognized that the large potential range avail-
able in many systems would allow the oxidation/reduction of rather inert molecules. In
principle, many syntheses should therefore be possible by electrolysis. Moreover, elec-
trolysis avoids the creation of equimolar or larger quantities of spent redox reagents, and
may also achieve the chemical change without the use of toxic and/or expensive reagents
or hazardous conditions. The late 1960s was also the period when electrolysis in apro-
tic solvents (and nonaqueous solvents, in general) was very popular and there was much
emphasis on the study of mechanisms, catalyzed by the widespread introduction of cyclic
voltammetry into laboratories. All of these ideas remain core today. Fleischmann also rec-
ognized that the design of the electrolysis cell, its operating conditions and the choice of
electrode materials, had a marked influence on the yield and selectivity of electrosynthetic
processes, whether in the laboratory or on a larger scale. This is, however, a story for
another chapter.

In particular, the concepts of potential control and the large driving force for chemical
change available at electrodes generated two types of investigation. The first type concerned
the realization that the first step in many electrode reactions is a simple, reversible one-
electron (1e−) transfer to/from the organic molecules and that “stable” intermediates –
for example, anion radicals and cation radicals of aromatic compounds and transition
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metal complexes with the metal in unusual oxidation states – are relatively common.
Such investigations continue today and the resulting literature is very extensive; here,
only two early, illustrative examples will be mentioned. Miller et al. [1] employed cyclic
voltammetry in methylene chloride at 203 K to investigate the stability of the cation radicals
of polycyclic aromatic hydrocarbons. The larger molecules showed the voltammetry for
reversible 1e− oxidation and it was clear that their cation radicals had substantial half-lives
in these conditions; even the cation radical of anthracene could be observed and shown to
have a half-life of ∼0.5 s. Pickett et al. investigated the voltammetry of metal carbonyls
in acetonitrile [2] and trifluoroacetic acid [3] and showed that, even at room temperature,
unusual species such as the 17e− cation, Cr(CO)6

+, could be formed and that these were
stable over many seconds.

The second type of investigation envisaged the electrosynthesis of useful molecules
from inert substrates, using the power of electrode reactions to convert inert compounds
into reactive intermediates. One system studied was the anodic oxidation of aliphatic
hydrocarbons to carbenium ions, a reaction possible in several solvents. The Southampton
Group were early contributors to such studies proposing fluorosulfonic acid as the solvent
[4, 5]. This solvent is highly conducting and difficult to oxidize, which makes it very
suitable as a medium for electrolysis and forcing oxidations. It is also a very strong acid
capable of stabilizing cations. In order to allow the formation of synthetically interesting
products, acetic acid was used as the electrolyte. In this highly acidic solvent, the acetic
acid is a base and ionizes by the reaction:

CH3COOH + H+ → CH3CO+ + H2O

A typical electrolysis [4, 5] involves the oxidation of cyclohexane to give methyl 2-
methylcyclopent-1-enyl ketone in a single step via a mechanism involving carbenium ion
intermediates and the chemistry of the acetyl cation.

-2e- + H+

+

+
fast + COCH3- H + + CH3CO+ - H++ COCH3

The current efficiency and chemical yield of this bifunctional product were both >60%.
The introduction during the mid-1960s of a large industrial process for a high-tonnage
organic compound by the Monsanto Company [6–9] also had a substantial influence on
the objectives of research in the 1960s and 1970s. Moreover, interest in electrosynthesis
was further stimulated by the later announcement by Monsanto of the introduction of a
second version of the technology for the manufacture of adiponitrile from acrylonitrile
with a cheaper and simpler cell design, a lower energy consumption, and a two-phase elec-
trolyte leading to a more straightforward product isolation; overall, this second-generation
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technology therefore had a much enhanced performance. These processes involved the
conversion of acrylonitrile to adiponitrile,

2CH2=CHCN + 2H2O + 2e− −−−−−−→
CH2CH2CN|
CH2CH2CN

+ 2OH−

which was an intermediate in the manufacture of Nylon 66, a polymer produced on a scale
of more than one million tons per year in the USA alone. At its peak, electrolysis was
producing more than 200 000 tons per year of adiponitrile, and this led to an emphasis
on the production of high-tonnage chemicals on an industrial scale such that performance
was judged predominantly by the energy consumption and cost of both the electrolysis cell
stacks (hence, the current density that could be used) and the related unit processes.

Through the subsequent years the focus of research has changed significantly. First, it
quickly became apparent that the number of organic chemicals produced on a large scale is
small, and always the requirement is for very cheap technology. Consequently, interest from
chemical companies has shifted towards the synthesis of high-cost, low-tonnage chemi-
cals by “green” technology using the ability of electrolysis to carry out selective chemical
changes without creating waste streams or using toxic or hazardous chemicals or high
temperatures and/or pressures. Many of the transformations of interest involve chemistry
with complex, polyfunctional molecules, and in consequence the most critical performance
factor is usually the selectivity of the oxidation/reduction with the electrolysis conditions,
though conversion and ease of product recovery are also important. Water and methanol have
returned as favored solvents because their solutions have low toxicity, acceptable conductiv-
ity and clean counter electrode chemistries (see later). Interest in laboratory synthesis was
also increased when the synthesis of sub-1 g quantities may be sufficient for testing activity.

5.1 Indirect Electrolysis

A recurring theme has been indirect electrolysis, where an electrode reaction is employed
to maintain a reagent in an appropriate oxidation state, while the known chemistry of
the reagent can be used to formulate conditions for selective reactions. Initially, the key
reactants were metal ions such as Cr2O7

2−, Co3+, Ag2+ and Sn2+ and, indeed, dichromate-
mediated oxidations of montan wax and anthracene have been used industrially. Perhaps
the most elegant example in modern technology is the electrolytic oxidation of naphthalene
to naphthaquinone, which was subsequently converted catalytically to anthraquinone by
reaction with butadiene [10–12]. Cerium(IV) was first generated in aqueous methanesul-
fonic acid using a membrane-divided, parallel plate cell with a coated titanium anode, and
then reacted with solid naphthalene in a separate reactor.

6 6 6
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The yield of naphthaquinone was >90%. This process was initially developed in the labora-
tories of W.R. Grace and Company, but then scaled-up to an industrial unit by HydroQuebec
and a Canadian company using commercially available cells, membranes, and electrode
materials.

The academic world has investigated more sophisticated mediators with a view to increas-
ing the selectivity and sophistication of the catalyzed chemistry. Typical examples are:

• The macrocycles of nickel and cobalt that stabilize the metal(I) oxidation state allowing
the use of M(II)L/M(I)L couples to be used for the catalytic reduction of alkyl halides
[13,14]. With alkyl bromides with alkene and alkyne substituents, the reactions can lead
to interesting cyclic molecules by intramolecular coupling [15–17].

• TEMPO, a stable organic radical that oxidizes to a stable cation; subsequently,
TEMPO∙/TEMPO+ has been used for the successful, mediated conversion of alcohols
to aldehydes [18–20].

Many of the recent studies [17, 21] have focused on improving the practicality of
the mediated procedures (in particular, a convenient and non-toxic solvent and rate of the
synthesis (current density)). However, in practice the utility of mediated reactions with such
catalysts is commonly limited by the maximum current density that can be achieved and
hence, the maximum rate at which product can be formed. Ideally, in synthesis, the mediator
should be present at low concentrations with a large excess of the other reactant, but this is
only possible with rapid regeneration of the mediator in its electroactive form. This is not
necessarily the same as a rapid reaction between the active form of the mediator and the other
reactant because the overall catalytic cycle, forming a product and regenerating the mediator,
can be a complex sequence of reactions involving the formation of covalently bonded
intermediates and their subsequent breakdown. The cleavage of bonds in the covalent
intermediate is frequently the rate-determining step in the overall catalytic cycle. Certainly,
this is the case with syntheses involving both M(II)L complexes and TEMPO.

5.2 Intermediates for Families of Reactions

An attractive concept is to use the electrode reaction to produce a reactive intermediate that
can be used for in-situ reactions with a variety of substrates, leading to a family of larger
molecules. Nematollahi and coworkers [21–23] have described a number of syntheses where
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an anode is employed to convert catechols to o-benzoquinones; the latter are trapped with
a nucleophile in a Michael reaction to produce a substituted molecule. As such chemistry
is possible with substituted catechols and a wide variety of nucleophiles, the approach has
considerable generality. Indeed, it can also be extended to the coupling of p-benzoquinones,
formed by oxidation of the appropriate hydroquinone, to nucleophiles. Moreover, many of
the reactions are possible using buffer solutions in water/solvent mixtures, making them
convenient and “green” syntheses. Two examples are:

The kinetics of the Michael additions are also conveniently studied by cyclic voltam-
metry. Utley and colleagues [24, 25] have described a family of reactions based on the
cathodic reduction of 𝛼,𝛼-dibromo-1,2-dialkylbenzenes to o-quinodimethanes and trapping
of these metastable intermediates by dienophiles in a Diels–Alder reaction. Here, a typical
example is:

The mechanism of these reactions is not straightforward, however, as the dienophile can
act as a redox mediator in the reduction of the 𝛼,𝛼-dibromo-1,2-dialkylbenzene to o-
quinodimethane as well as trapping the reactive intermediate [26].

Yoshida and coworkers [27–29] have shown that it is possible to substantially extend the
approach of electrogenerating a metastable intermediate and trapping with a nucleophile
or electrophile by employing low temperatures and flow technology combined with the use
of non-nucleophilic solvents, and have illustrated the approach with a wealth of examples.
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Electrolysis 
cell

Figure 5.1 Flow scheme for the indirect generation of alkoxycarbenium ions and their reaction
with nucleophiles. Reprinted from Ref. [28]. Copyright © 2011, Wiley-VCH Verlag GmbH & Co.
KGaA, Weinheim.

The early reports showed that a number of cations, normally not stable, could be generated
by 2e− oxidation in methylene dichloride at 195 K in a flow cell and then reacted with a
number of nucleophiles in a second reactor:

By employing different nucleophiles, a wide range of polyfunctional compounds can be
formed in these reactions. The chemistry has been further generalized by introducing a
mediator into the chemistry, and this allows the application of even less-stable cations.
Figure 5.1 shows the flow scheme for the generation of alkoxycarbenium ions using a
disulfide as the mediator.

This is clearly a very flexible procedure that allows the use of a variety of both cationic
intermediates and nucleophiles [29]. One illustrative example involves sugar chemistry
with the generation of the glycosyl cation:
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Anodic methoxylation can be a very general procedure as the first step in introduc-
ing functional groups into molecules and the synthesis of polycyclic products. Moreover,
it can be a selective synthesis carried out with methanol as the solvent and a high cur-
rent density using carbon anodes in an undivided cell. The reaction gives particularly
good yields with protected nitrogen heterocycles [30–33], where the first step is the
oxidation of the N-heterocyclic ring to a cation radical, followed by reaction with the
solvent. Two examples of high-yield reactions, carried out on the 100 g scale in flow
cells are:

Further chemistry with the methoxylated products leads to the facile production of poly-
cyclic molecules. Methoxylation of more substituted substrates is well covered in the review
by Moeller [34], who has also described a number of reactions where the cation radical
generated by the oxidation of an olefin is trapped by an alcohol group in an intramolecular
reaction [35–37] to form a cyclic product. Recently, Moeller has applied such reactions to
the synthesis of sugar derivatives; an illustrative example is the oxidation of tetramethoxy-
furanose derivative:

The reaction is best carried out in a methanol/lithium perchlorate electrolyte when the
yield is 85%; the intramolecular coupling reaction is very fast so that the intermolecular
methoxylation (i.e., reaction of the cation radical with solvent) does not lead to side products.
Moeller et al. [38] have also shown that the cation radical intermediates formed in the initial
step of oxidation of N-heterocycles can be trapped in an intramolecular reaction, and applied
the procedure to form bicyclic products in a single step:
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Methoxylation has also found application in the industrial production of fine chemicals.
Again, the solvent is methanol and undivided, narrow gap cells are suitable. Two reactions
carried out in Germany [39] are:

The former reaction is carried out as an indirect electrolysis with bromine as the active
intermediate and the product can be converted into the food additive, maltol. The latter
reaction is a direct oxidation leading to a product that is readily hydrolyzed to the sub-
stituted benzaldehyde. It is also the anode reaction in a paired electrosynthesis where the
cathode reaction is the reduction of dimethyl phthalate to phthalide so that the overall cell
conversion is:

Both products are formed in good yields and are used together in equimolar quantities
in downstream chemistry, which makes this electrolysis particularly attractive from an
economic viewpoint. This manufacturing process was carried out in a bipolar cell based on
a stack of carbon discs with a narrow gap determined by polymer spacers.

5.3 Selective Fluorination

Fluorinated molecules have an important role in the pharmaceutical and fine chemicals
industries. For some 60 years, anodic oxidation through the Symons and Phillips processes
[40], have been used for the manufacture of perfluorinated small molecules such as alkanes
and carboxylic acids. While such processes have met with commercial success, the chem-
istry is difficult to control and always leads to a mixture of products. The two processes
also use very unpleasant and corrosive media, anhydrous hydrogen fluoride, and a HF/KF
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eutectic at 353 K respectively, that are highly corrosive and difficult to contain or integrate
into continuous production. Controlled partial fluorination has proved more of a challenge.
Fuchigami and coworkers [41] have, however, developed the application of aprotic solvents
such as acetonitrile or 1,2-dimethoxyethane containing either Et3N/3HF or R4NF/nHF as
the medium for partial fluorination. Such media are less aggressive and can be handled
in glass equipment. The same group has also demonstrated the displacement of hydrogen
by fluorine in a wide range of molecules with a C–H bond activated by an appropriate
substituent. The “parent” reaction was:

where Y is an electron-withdrawing group. The chemistry can, however, be extended to a
wide range of heterocyclic molecules, usually with yields above 80%:

In recent publications, the Fuchigami group [41] have investigated systems without aprotic
solvent, so that the medium is an ionic liquid and a similar range of chemistry is possible.

5.4 Two-Phase Electrolysis

Since electrochemistry is generally more suited to aqueous media, while organic chemistry
is usually favored by the use of an organic solvent, the concept of two-phase electrolysis
can be attractive. The best-known example is the second version of the Monsanto process
for adiponitrile [8, 9], in which an emulsion of aqueous electrolyte and acrylonitrile was
employed. The roles of the acrylonitrile phase are to maintain the aqueous electrolyte satu-
rated with acrylonitrile, and to extract the adiponitrile back out of the aqueous electrolyte,
thereby simplifying product isolation. The organic medium is separated from the aqueous
electrolyte, while the reactant and product are separated by distillation. The combination
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of phase-transfer catalysis with electrolysis introduces new possibilities. Thus, an oxidiz-
ing agent may be generated in an aqueous phase, but reacted with an organic molecule
in an immiscible organic solvent. For example, benzyl alcohols may be converted selec-
tively to benzaldehydes by the electrolysis of an amyl acetate/aqueous NaBr emulsion also
containing tetrabutylammonium ion as the phase-transfer reagent; in this case, the active
species, formed at the anode and transferred into the amyl acetate phase, is hypobromite
[42]. Another approach envisages the supply of a nucleophile from an aqueous phase to an
immiscible organic solvent for an anodic nucleophilic substitution reaction in an organic
solvent. Here, an example is the cyanation of naphthalene to 1-cyanonaphthalene that can be
achieved in good yield by electrolysis of a methylene dichloride/aqueous NaCN emulsion,
again containing tetrabutylammonium ion as the phase-transfer reagent [43]. Other two-
phase electrolytic systems are reliant on electron transfer occurring at the interface between
the two solvents. An interesting example is the osmium(VIII)-mediated oxidation of olefins
to diols (the Sharpless reaction). When the osmium complex contains a chiral ligand, the
conversion occurs with a high enantiomeric excess as well as a very high yield. In the
electrolytic version of this chemistry, ferrocyanide is oxidized to ferricyanide at an anode,
and this converts an Os(VI) complex to the active Os(VIII) species at the interface between
the aqueous phase and cyclohexane as the solvent for the organic chemistry [44]. Indeed,
the electrosynthesis works well with a low concentration of the osmium reagent. Atobe
et al. [45] have sought to employ direct electron transfer between an organic molecule and
the electrode in an emulsion of an aqueous electrolyte and the organic reactant. In this case,
ultrasonication leads to an emulsion where the reactant is present as sub-1 μm droplets
in the aqueous phase, and such media have been shown to function well as media for the
oxidation of 1-octylamine to 1-cyanoheptane and the hydrogenation of diethyl fumarate.
This approach has also been used to generate poly(3,4-ethylenedioxythiophene)(PEDOT)
to form layers of electroactive polymer [46].

Okada and Chiba [47] have proposed the application of thermomorphic multiphase
systems to electrolysis. On mixing cyclohexane with nitromethane containing lithium per-
chlorate three phases result, with a cyclohexane-based thermomorphic phase separating
the cyclohexane and nitromethane layers. Such systems have been shown to give excellent
yields of cyclobutane derivatives formed by the anodic coupling of olefins (see Figure 5.2).

The Fuchigami group have recently proposed a different type of two-phase system with
the objective of making electrolysis more convenient and “green”. For this, they employed
solid silica gel-supported piperidine in a methanol medium for the Kolbe reaction [48]. In
the solvent, the piperidine protonates to give the medium some conductivity; the medium
then produces almost quantitative yields for the Kolbe dimer, for example:

After electrolysis, the solid conducting electrolyte is simply removed by filtration, greatly
assisting product isolation. The silica gel-supported piperidine can also be reused for many
electrolyses.
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Figure 5.2 Scheme to illustrate the application of thermomorphic multiphase systems to
anodic coupling.

5.5 Electrode Materials

The selection of electrode materials for electrosynthesis remains a challenge. In principle,
different electrode materials can promote different reaction mechanisms [49]. Certainly,
there can be no doubt that the choice of electrode material, and even its history and pretreat-
ment, can influence the selectivity and rate of electrosyntheses as well as the importance
of competing electrode reactions such as O2 or H2 evolution [50]. Hence, in academic
and small-scale electrolyses, a wide range of materials has been used. For larger-scale
laboratory, pilot-scale and commercial-scale electrosyntheses, the choice is much more
restricted after cost and stability within the cell have been taken into account. For oxi-
dations, Pt remains predominant for small-laboratory electrolysis, but attempts to use Pt
coatings to mimic bulk Pt have not generally been successful. Likewise, the Ru and Ir
oxide coatings on Ti, which have been so successful for the manufacture of large-scale
inorganics (e.g., Cl2, O2, H2), have not fulfilled their promise for organic electrosynthesis.
In consequence, carbon remains the only choice for many systems although, even then,
disintegration can occur unexpectedly and the correct choice of carbon can be important.
In aqueous alkali, Ni becomes a viable choice as anode for some electrolyses, although
oxidations at Ni do not occur by simple electron transfer but via the mediating couple
Ni(OH)2/NiO(OH) on the surface. Nickel in base is a very effective anode for the conver-
sion of primary alcohols into carboxylic acids and primary amines into nitriles [50, 51],
but more recently it has also been used for the oxidation of a wood lignosulfonate into
vanillin [52]. For reductions, Hg has provided good performance for small-laboratory elec-
trolyses but its toxicity now makes it an unusual choice. More common are lead (often
as an electroplated layer) and carbon, with stainless steel, titanium and nickel as other
possibilities. It should also be remembered that some materials are now available in many
forms. Reticulated (foam) materials and cloths and meshes (used in multilayer structures)
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are particularly helpful for increasing the rate of electrosyntheses and hence the space–time
yield of cells with no substantial increase in cost.

5.6 Towards Pharmaceutical Products

Currently, the pharmaceutical industry presents many opportunities for electrolytic pro-
cesses because of the need for new, clean and selective technologies; moreover, the markets
for products are for relatively low tonnages. Experience shows, however, that the move
from a laboratory scale to production often requires the development of new technology
and/or rethinking the relative importance of the criteria determining the process economics.

When the French Company, SNPE, wished to develop new technology for the manu-
facture of the arylpropionic acid group of anti-inflammatory drugs (see Figure 5.3), they
selected the cathodic reduction of chloroethylaromatics in an aprotic medium saturated with
carbon dioxide as the preferred route, as it gave good yields on a small laboratory scale:

For scale up [53,54], the reactions presented three main challenges: (i) if the anode reaction
involves oxidation of the aprotic solvent, a complex mixture of products would result and
the system would become very messy; (ii) the current density for selective conversion is
limited by the solubility of carbon dioxide; and (iii) the conductivity of the media is poor.
However, these problems were overcome by:

• Using a dissolving metal anode (magnesium); the cell chemistry then leads to magne-
sium carboxylate aiding product recovery; however, as the anode metal is continuously
consumed this type of anode places special restraints on the cell design.

• Employing an elevated pressure.

• Designing a cell with a narrow interelectrode gap.

Figure 5.3 Nonsteroidal, anti-inflammatory drugs with the arylpropionic acid structure.
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Ultimately, this combination of requirements led to the “pencil sharpener” cell, in which
the magnesium anode was a rod (diameter 40 cm) with one end shaped as the point of a
pencil. The shaped part of the anode sat within a conforming, conical cathode (Pb-plated
stainless steel), with the electrodes separated by a thin polymer spacer. The weight of the
anode ensured that the anode pressed down on the spacer and that the shape was maintained
as metal was lost from the anode. The production unit had two such cells, each with an
active electrode area of 0.6 m2, and was operated with a cell current of 600 A. The operating
pressure was 5 bar, and electrolyte was circulated though the cell from a 400 liter reservoir.
For the manufacture of fenoprofen the unit was operated in batches, whereby a batch
of 60 kg chloroethyldiphenylether was dissolved in 340 kg dimethylformamide that also
contained 3 kg tetrabutylammonium bromide. Each batch, when processed for 28 h, led
to 50 kg of isolated fenoprofen. The good yield (∼80%) showed the electrolytic route to
fenoprofen to be very competitive with more traditional syntheses.

The Electrosynthesis Co have described [55] the scale-up of a process for a key step in
manufacturing the cephalosporin antibiotic, Ceftibuten (marketed by Schering-Plough):

In this process, the starting material has a very high cost and, hence, the factor that
determines the economics of the process is the total conversion of starting material to
wanted product, with the highest possible selectivity. Electrochemical reduction is possible
in an aqueous phosphate buffer, pH 8, at a temperature of 283–288 K. In this case, the
key factor is the choice of cathode material, and tin was found to give the best conversion,
though at the cost of a lower current efficiency because of competing hydrogen evolution.
The reaction was scaled-up in a commercial parallel plate cell, the FM 21 electrolyzer
(electrode areas 0.21 m2), supplied by ICI that was operated with a Nafion membrane
separator and an oxygen-evolving dimensionally stable anode(DSA). When the cell was
modified to allow a high-area tin cathode fabricated from several layers of expanded tin
mesh to be used, with a current density of 0.1–0.2 A cm−2. The pilot unit was run with
batches of 2.84 kg starting material. Obviously, the current efficiency decayed as the starting
material was consumed such that, when the batch was driven to almost complete conversion
(99%) by using a large charge, the current efficiency fell to an overall value of only 4–6%.
This is a clear example of a case where the cost of electricity is of no importance in process
economics.

Today, much of the product development conducted in pharmaceutical company lab-
oratories is carried out in microflow systems that allow a total conversion of reactant to
product that is rapid, efficient and selective on a scale of 1–100 g for activity testing. The
past few years have seen several groups seek to develop electrolysis cell designs that can
be used in such equipment. The Southampton group have attempted to develop cells that
combine good performance with an appearance similar to other equipment used for routine
microflow synthesis. This led to a cell based on a single-patterned microchannel, parallel
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plate design with an interelectrode gap of 200 μm [56]. When the cell performance was
demonstrated using the methoxylation of N-formylpyrrolidine [30] as the test reaction, it
showed that 1.5 g of product could be formed in less than 1 h, with a conversion >95% in
a single pass and with both current efficiency and product selectivity >90%. A cell similar
in design is now available commercially [57], and a number of other cells with different
degrees of sophistication have been described (see Refs [56, 58–60]). At the same time, an
interesting chemistry for microflow cells is being developed. An example of the generation
and reaction with nucleophiles of unstable cations was described above [27–29], as were the
reactions of anodically generated o-quinones with nucleophiles [21–23]. In a recent report
[61], these reactions were described in the environment of microflow electrolysis cells, the
advantage being that the o-quinone could be generated in a microflow cell before being
mixed with the nucleophile, thus avoiding the possibility of direct oxidation of the nucle-
ophile at the anode surface. It is difficult to place a separator in most of these microflow cell
designs, and this limits their applications to syntheses where the counter electrode chem-
istry does not interfere or where the overall cell chemistry is fully balanced. An interesting
concept has recently been proposed [62] whereby parallel laminar flow within the cell is
used to control the separation of the anode and cathode chemistries; this merits further
examination as it would lead to a substantial expansion in the possible range of chemistry
in microflow systems.

5.7 Future Prospects

So, what are the status and prospects for organic electrosynthesis in 2014? There can be
no doubt that electrolysis fits well with the demand for reagentless reactions and “green”
technology, as it avoids not only the use of toxic/hazardous reagents but also hazardous
conditions in general (most electrolyses are carried out close to ambient temperature and
pressure). Certainly, electrolyses do not create waste streams/solids of spent reagents that
create environmental hazards. Moreover, there is no shortage of selective and interesting
chemistry among reports, often with examples of realistic target molecules. During recent
years, there has also been an increasing recognition that electrolysis needs to be presented
to synthetic organic chemists in a familiar format. An example is the drive to introduce
electrolysis into microflow synthesis using cells that resemble other microflow components
and the desirability of conditions that allow the simple recovery of pure products. The need
to introduce steps to recycle solvents or electrolyte may also be avoided.

With so many benefits, why has electrolysis not been used more extensively in synthesis,
both in the laboratory and in production? The first reason is the predominant use of beaker
cells in the chemical literature. Beaker cells inherently have a poor design and commonly
have an ill-defined mass transport regime and current distribution, as well as unstated
electrode geometry and dimensions, so that the reproduction of electrolysis is impossible.
Beaker cells are also seldom capable of generating more than 100 mg of product and
so cannot serve as models for scale-up into larger reactors. Although superior and more
reproducible flow cell designs have been described, these occur in the electrochemical – or,
worse still – in the engineering literature! Second, there is a heavy reliance on Pt and
Hg in older reports of organic reactions, which gives organic electrosynthesis a rather
quaint image! Third, as chemistry occurs at both the anode and cathode, it is important to
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consider the overall chemical change in the cell, though this becomes more of an issue as
the scale is increased. The target of avoiding byproduct streams must include the counter
electrode chemistry, but this again contrasts with reports that usually discuss reactions
at only one electrode. It must also be recognized that an electrolyte in the electrolysis
medium generally complicates the isolation of a pure product and the recycling of solvents.
Lastly, a substantial scale-up requires teams with knowledge of both organic synthesis
and electrochemical engineering; in general, the conditions for high-yield chemistry must
be maintained while, with increasing scale, issues such as the mass transport regime and
current distribution become more important.

During recent years, a significant number of organic electrosyntheses have been scaled-
up to pilot or commercial scale, and some of these have been described at conferences and
in reports or book chapters. It is important that research teams starting the development
of a new electrosynthetic process learn from the labors of others, and do not repeat their
efforts and mistakes; to slowly “reinvent the wheel” is not an advance!
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Although electrochemical technology already had a history extending over almost a cen-
tury, it was not until the late 1960s that “Electrochemical Engineering” sought to become
a recognized academic discipline. Along with other pioneers such as MacMullen, Tobias,
Newman, Ibl and Goodridge, Fleischmann sought to introduce topics such as the design
and scaling of electrolysis cells, fluid flow, mass transport regimes, current and potential
distribution, polar and bipolar electrical connection and bypass currents into university
research programmes and postgraduate courses, with mathematical modeling as an impor-
tant strand of the discipline. It was Fleischmann’s decision to seek the funding that allowed
the establishment of an Electrochemical Engineering Group in Southampton. This group,
led by Martin Fleischmann and Bob Jansson, had extended programmes related to fluidized-
and packed-bed electrodes, capillary gap cells, bipolar trickle tower cells and pump cells,
taking an interest in the in-cell environment and its influence on performance as well as
their applications. The Group also had a substantial interest in the application of their ideas
to industrial electrolysis. The concepts developed led to a clearer view of the factors that
influence the economics of electrolytic technology and recognition that the dominant factors
will depend on the objectives of the process and, maybe, even its location. They were also
very influential towards the presentations in various books [1–3] and many short courses.

Along with the availability of new materials, the concepts of electrochemical engineer-
ing have led to major enhancements in cell performance for both academic and industrial
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practice [1, 4], together with many books and monographs (e.g., Refs [5–11]). Moreover,
new electrochemical technology continues to be developed. Due to the dominant require-
ment for a uniform current distribution, almost all modern electrolysis cells utilize a cell
geometry where there is a “uniform gap” between the anode and cathode, and can therefore
be regarded as a variant of the parallel plate reactor. Determined by the intended appli-
cation, differences arise from the relative importance of minimizing energy consumption,
increasing cell productivity, maintaining high selectivity or perhaps handling dilute or low-
conductivity process solutions. The cell designs, however, incorporate, features such as
three-dimensional (3D) electrodes that result from the earlier academic studies.

6.1 Principles of Electrochemical Reactor Design

While a specific cell design usually reflects a particular application, some generalizations
and their implications can be helpful. The cell should offer:

• Moderate capital costs, requiring low-cost components and process operation at a high
current density.

• Acceptable running costs, determined by a low cell potential and a low pressure drop
through the cell (including the inlet and outlet electrolyte flow manifolds).

• When applicable, an undivided cell will simplify engineering needs and allow lower
capital and running costs.

• Convenience and reliability in operation, particularly secure gasketting to eliminate
electrolyte leakage and long component lifetimes. This also implies adequate design for
installation, maintenance and monitoring procedures.

• Appropriate reaction engineering includes controlled (uniform) concentration, current
density, potential and flow distributions together with adequate mass transport and pro-
vision for the supply of reactants and removal of products.

• Appropriate choice of cell components, both separators and electrode materials. Ion-
permeable membranes [13–15] now dominate when a separator is necessary; they intro-
duce selectivity in transport that may be used to achieve the process objectives. The past
30 years has seen great strides in the availability of electrode materials, both catalytic
coatings for reactions such as H2, O2 and Cl2 evolution [16–19] and bulk materials in
both 2D and 3D forms [20,21]. Both, metals and carbon have become available as sheets,
cylinders, clothes, felts, and foams.

• Simplicity and versatility can be the most important factors in achieving an elegant and
longlasting design, which is attractive to users.

• Provisions for the future includes a modular design which is easy to scale-up, via an
increase in the size or a multiplication of unit cells.

For extended coverage of figures of merit that may be used to quantify cell performance,
the reader is referred elsewhere [1, 3]. However, at this point emphasis will be placed on
two critical parameters, namely cell potential and the rate of chemical change.

6.1.1 Cell Potential

Together with the current efficiency for the chemical changes at the electrode surfaces, cell
potential is the one parameter that determines the energy consumption of the cell. Clearly,
the aim is always to minimize the cell potential.
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The minimum cell potential is determined by the thermodynamics of the overall chemical
change in the cell, and this can only be reduced by changing an electrode reaction (e.g.,
replacing H2 evolution by O2 reduction in a chlor-alkali cell). The equilibrium cell potential
difference, Ee

cell, is related to the Gibbs free energy change for the cell reaction, ΔGcell by

ΔGcell = −zFEe
cell (6.1)

where F is the Faraday constant and z is the number of electrons interchanged. When
current is drawn, the cell potential difference can be expressed as:

Ecell = Ee
cell − ||𝜂c

act
|| − ||𝜂a

act
|| − ||𝜂c

conc
|| − ||𝜂a

conc
|| −∑k

IR (6.2)

where the first term on the right-hand side is set by thermodynamics. 𝜂c
act and 𝜂a

act are
the overpotentials at the cathode and anode arising from the need to drive the kinetics of
charge transfer at the two electrodes. These terms dominate at low current densities and can
be minimized by selecting appropriate catalysts for the desired reaction and by operating
at a higher temperature. The concentration polarizations terms, 𝜂c

conc and 𝜂a
conc, become

important with low reactant concentrations and/or at high current densities that result in
depletion of the reactant at the electrode surfaces. They can be minimized with high-surface-
area electrodes, high mass transport flow regimes, and/or the introduction of turbulence
by movement of the electrode or the use of turbulence promoters in a flowing electrolyte
stream. The IR term is the sum of the electronic and ionic resistances across the cell,
and comprises all ohmic drops in the system such as those in the electrolyte(s) within the
interelectrode gap, membrane, electrodes, current collectors and external electrical contacts.
It is important to minimize energy losses in cells by: (i) reducing the overpotentials at the
electrodes by suitable choice of catalytic electrode materials; (ii) ensuring efficient mass
transport; and/or (iii) minimizing the resistances within electrodes, across the electrolyte(s)
and through the membrane.

6.1.2 The Rate of Chemical Change

The overall rate of chemical change at an electrode process depends on the current density,
j (the cell current, I, divided by the electrode area, A) for the desired reaction and the
selectivity of the chemical change. The latter is usually discussed in terms of the current
efficiency, 𝜙, for the desired chemical change and is defined as the fraction of the charge
passed used in the desired reaction. The space-time yield, YST for an electrolytic reactor
may be written

YST = 1
VR
.
dn
dt

= 𝜙I
zFVR

(6.3)

where VR is the volume of the reactor and n is the number of moles of product. The common
units for space-time yield are mol m−3 h−1, obtained by multiplying the right-hand side
by 3600.

It is important to differentiate between the extreme types of rate control. Under pure
charge transfer control, the rate of electron supply/removal at the electrode surface domi-
nates. The rate is very potential-dependent. The partial current for the desired reaction, I,
is exponentially related to the overpotential (𝜂 = E – Ee), and can be written as:

I = zFAkc exp
(
𝛼zF𝜂
RT

)
(6.4)
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The overpotential essential to obtain the required current density can be decreased by an
appropriate electrocatalyst (increasing the rate constant, k) or increasing the microscopic
area of the electrode surface. In Equation (6.4), 𝛼 is the transfer coefficient.

Under complete mass transport control, the rate of reactant supply or product removal
determines a limiting current, IL, and this is the maximum possible current for a given
reaction. The limiting current, IL, is determined by the mass transport regime close to
the electrode surface, characterized by the mass transfer coefficient, km, and related to the
relative velocity, v, between the electrode and the electrolyte:

IL = zFcAkm = Kvx (6.5)

It is important to use a high reactant concentration, c, and to seek a high electrode area,
A (here the apparent geometric area) or a sufficiently high mass transport coefficient, km
by using a sufficiently high relative velocity between electrode and electrolyte, v (resulting
from flowing the solution or rotating the electrode) or the use of turbulence promoters. Here,
K and x are constants that depend on the electrode geometry, the electrolyte composition
and temperature. The velocity power index, x, depends on geometry: typical values are 0.33
for developed laminar flow in a channel, >0.5 for turbulent flow in a channel, and 0.7 for
a smooth rotating cylinder electrode (RCE) in turbulent flow. Usually, it is also important
that the mass transport regime is uniform to all points on the electrode surface; this can be
influenced by the cell geometry, and especially by the design on the electrolyte inlet and
exit ports.

6.2 Decisions During the Process of Cell Design

6.2.1 Strategic Decisions

In order to rationalize cell design or aid the selection of a particular type of cell geometry,
a binary decision tree [12] is offered in Figure 6.1. This simple diagram can be customized
and deployed in two different ways. When used retrospectively, it serves to rationalize a
diverse field of existing cell designs by considering their major features. Alternatively, it
can be used to aid the selection of a particular design or approaches to scale-up. Although,
in this chapter, parallel plate reactors will be emphasized, many of the options are still
available within this basic design.

6.2.2 Divided and Undivided Cells

Where possible, a single electrolyte compartment in an undivided cell geometry is favored as
it considerably simplifies the construction, electrolyte flow circuit and maintenance needs,
while avoiding the potential drop and mass balance problems which can be associated with
a microporous separator or ion-exchange membrane.

Division of the cell can, however, offer a number of important benefits; it can separate
hazardous mixtures of products; prevent unwanted chemical reactions; prevent reactant or
product loss at the other electrode; permit the use of dissimilar electrolytes; and protect
an anode from corrosion by aggressive species. In addition, ion-permeable membranes
can introduce selective ion migration through the membrane, and this can be used in
designing the cell chemistry to achieve greater selectivity. When using a membrane it
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Figure 6.1 A binary decision tree to aid the selection of electrolytic cell design for a new
process. Reproduced from Ref. [12] with permission from IUPAC © 2001.

is important to establish the ionic (and other) species transporting through it (hence the
overall mass balance within the cell, the potential drop across the membrane and the
anticipated membrane lifetime/failure modes). The great stability and high current density
capability of cation-permeable perfluorocarbon types (such as Nafion®), which have been
developed since the early 1970s and are widely used in chlor-alkali, water electrolysis and
polymer electrolyte membrane (PEM) fuel cells, leads to their widespread application. In
contrast, anion-permeable membranes unfortunately do not have the same stability in many
conditions and, in general, have been used only in electrodialysis. Currently, considerable
research is being aimed at developing more selective and chemically tailored membranes,
or those which have good mechanical stability and ionic conductivity despite being thin.
An example of the latter is the use of 25 μm-thick proton-exchange membranes in some
fuel cells.

6.2.3 Monopolar and Bipolar Electrical Connections to Electrodes

The electrical connection to electrolysis cells can be either monopolar or bipolar [1, 3].
Monopolar cell stacks require electrical connection to each electrode and expensive control
equipment (low voltage, high current), whereas bipolar stacks have electrical connection
only to end plates and employ cheaper control equipment (mains supply voltage, lower cur-
rents). In addition, a bipolar connection eases the problems of uneven current distribution.
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This is especially the case with porous, 3D electrodes such as meshes or foams, when elec-
trical contact only to edges can lead to an uneven current distribution because of the voltage
drop through the electrode (due to the passage of current through the electrode structure).
The normal strategy is to use stacks with equispaced electrodes of similar size, which will
therefore pass the same current and hence develop a similar current density over all of the
electrode. Appropriate attention is needed to electrolyte manifolding to achieve uniform
velocity profiles across each electrode through the stack. The main drawback with bipolar
connection is leakage currents through the electrolyte manifolds internal and external to
the cell stack; these must be minimized as they lead to a loss of current efficiency.

6.2.4 Scaling the Cell Current

Maximizing the space-time yield, and thereby minimizing the investment cost in cells,
requires the cell current to be maximized. However, different strategies must be used to
scale kinetically and mass transport-controlled reactions.

Electrode reactions such as chlorine, oxygen or hydrogen evolution are possible with
very high concentrations of reactants, and usually operate under kinetic control; increasing
the current can be achieved by developing a better electrocatalyst or by increasing the real
surface area of the electrocatalyst on a nanometer–micrometer scale (e.g., by dispersing the
catalyst on an inert substrate or by applying the catalyst as a high-area coating).

Many electrolytic processes operate with much lower concentrations of reactants (<1 mM
up to a fraction of 1 M) when the maximum current is likely to be determined by mass
transport. The approaches are then based on:

• Improving the mass transport regime: In parallel plate cells this is achieved either
by increasing the electrolyte flow rate or introducing turbulence promoters into the
interelectrode gap.

• Increasing the electrode area on a micrometer–millimeter scale: This can be achieved
by roughening the electrode surface or using a 3D structure such as meshes, cloths or
foams (these themselves also act as turbulence promoters).

Some idea of the current scaling that can be achieved with dilute reactant solutions is shown
in Table 6.1. As the concentration of reactant is increased, the voltage drop through the 3D
structure limits the surface area that is used effectively such that only thinner structures are
worthwhile. Nonetheless, it is always a strategy that should be considered. Again, it should
be noted that the aim should be to have a uniform mass transport regime to all points on
the electrode surface, but this will require a careful design of the electrolyte inlets and
outlets, as well as the manifolds. Turbulence promoters in the interelectrode gap are also
helpful in enhancing the uniformity, as well as increasing mass transport to the electrode.

With gaseous reactants, a high flux of reactant to the site of electron transfer is achieved
using a gas diffusion electrode (GDE); originally, such electrodes were developed exten-
sively for fuel cells but are now frequently incorporated into other technologies.

6.2.5 Porous 3D Electrode Structures

As noted above porous, 3D electrodes such as foams, felts, cloths and stacked meshes can
lead to a substantial scaling of the cell current, particularly with more dilute solutions. This
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Table 6.1 Enhancement factors (ratio of limiting current for electrode configuration
compared to limiting current at a flat plate electrode) for a number of electrode structures
measured with dilute reactant solutions. Typical electrolyte flow rate 10 cm s−1; reactant
concentration 1 mM.

Electrode configuration Enhancement factor Reference

Flat Plate 1
Increasing electrolyte flow rate (×10) 2–4
Flat plate + turbulence promoters 1.5–4 [22]
Roughened surface 3–5 [23]
Four-mesh electrode stack 12–20 [24]
12.5 mm-thick foam 80–170 [25]
12.5 mm-thick felt 3000 [25]

results from both their high surface area (10–500 cm2 cm−3) and ability to introduce local
turbulence. Foams and mesh stacks have a high porosity (20–98% by volume), giving low
pressure drops but they may have a mediocre conductivity (which can give rise to a poor
potential distribution) and present difficulties in making electrical connections, especially
in monopolar stacks.

In the earlier studies, cells were designed specifically for each type of 3D electrode, but
more recently 3D electrodes have been incorporated into conventional parallel plate cells
and/or stacks. Often, the electrodes are fabricated from cloths or meshes rather than from
thicker materials and, as a result, the current scaling is more modest but still significant.
Cloth and felt electrodes within parallel plate cells are common in vanadium flow batteries.

6.2.6 Interelectrode Gap

The resistance of the electrolyte phase between the electrodes can be a major contributor to
the voltage drop in the cell. Hence, the energy consumption of a process is heavily dependent
on the spacing between the anode and cathode. Adopting narrow gap configurations is
particularly necessary for processes that operate at a high current density or employ low-
conductivity electrolytes.

With undivided, parallel plate cells, narrow gaps are readily achieved by limiting the gap
with thin polymers gaskets or spacers. It is also then possible to design cell stacks without
resorting to a “filter press design” (see Figure 6.2). Probably the first commercial example
of this was the bipolar stack designed for the Monsanto adiponitrile process, using an
aqueous/organic emulsion [1, 26, 27]. In this case, a stack of 100 vertical steel plates (each
∼1 m × 2 m) and spaced by 2 mm were mounted in a cylindrical pressure vessel. Later,
BASF used another bipolar cell stack for several electrolyses with methanol electrolytes [1,
28, 29], in which a series of horizontal carbon discs (diameter ∼1 m) were stacked with a
separation of 1 mm and the electrolyte was pumped outwards from the center of the discs.
Although not a parallel plate design, another way of achieving the same goals is to use a
“cylinder in pipe” cell.

With membrane cells, a narrow gap can be achieved by using the “zero gap” concept,
where two mesh electrodes are pressed up against the two sides of the membrane so that
the membrane fills the interelectrode space. This design has the advantage that the reactant
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Figure 6.2 Some narrow gap, “parallel plate” cell geometries. (a) The Monsanto vertical plate
stack; (b) The BASF stacked carbon disc cell; (c) A cylindrical cell; (d) A zero-gap mem-
brane cell.

feeds can be liquid/solution without the electrolyte, or even gases, being present. Moreover,
if the electrodes do evolve gas the design forces the gas bubbles out of the interelectrode
gap so as to reduce the effect of the gas bubbles in increasing cell resistance.

6.3 The Influence of Electrochemical Engineering on the
Chlor-Alkali Industry

The chlor-alkali industry [16, 17] has been one of the great drivers for innovation in
electrochemical technology. The reason for this is clear: worldwide, chlorine is manufac-
tured on a scale of some 50 million tons per year at approximately 700 sites, and uses
some 15 GW of electrical energy (1–2% of world production). Only a marginal improve-
ment in energy consumption, a more convenient cell operation (less component replace-
ment and/or cell down time), or exit streams closer to the traded forms of the products



Electrochemical Engineering and Cell Design 103

(particularly 32% NaOH) and/or higher purity would have a major impact on profitabil-
ity. Hence, new cell designs and – perhaps more importantly – new materials have been
developed specifically for the chlor-alkali industry. In contrast, most other applications of
electrochemical technology can frequently only test concepts and materials developed for
other purposes.

Historically, the conversion of sodium chloride solutions to chlorine and sodium hydrox-
ide was carried out in mercury cells. However, by the 1950s much concern was being
expressed about the environmental hazards of the mercury involved, and this led to a
demand for a different technology. The first developments were diaphragm cells where Cl2
and H2 evolving electrodes were separated by a porous diaphragm, initially asbestos but
later polymer alternatives. Unfortunately, these cells suffered from a number of disadvan-
tages. Notably, ion transport through the diaphragm was nonselective, which led to chloride
in the sodium hydroxide (due to the transport of chloride from anolyte to catholyte) and
the oxygen contamination of the chlorine (due to the transport of hydroxide from catholyte
to anolyte); in consequence, the quality and concentration of NaOH that the cell could
produce was limited. An additional problem was that the energy consumption could not
be improved substantially by upgrading the design of the cell or its components. Together,
these problems led to the development of membrane cells in which the electrode reactions
were again Cl2 and H2 evolution but the separator was a thin membrane that was fabricated
from an organic polymer and contained fixed ionic groups designed to be selective to the
transport of sodium ions. The overall cell chemistry is shown in Figure 6.3. These revised
cells became feasible around 1970 with the commercialization of NafionR membranes by
Dupont, manufactured from a perfluorinated polymer with side chains leading to sulfonate
groups. Dimensionally stable anodes (DSA) with a RuO2-based coating on titanium and
uncatalyzed steel or nickel cathodes were also used.
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Figure 6.3 Schematic showing the chemistry of a single chlor-alkali membrane cell.
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Table 6.2 Advances in membrane cell technology for the chlor-alkali industry. The first cells
had a cation-permeable membrane made from a sulfonate polymer resin, catalyst-coated
anodes, and steel cathodes.

Change in technology Consequences

Improved DSA anode coatings Lower energy consumption
Longer time between anode replacement

Catalysed (e.g., high-area NiMo) cathode
coatings

Lower energy consumption

Compact stack design with modular cells
based on thin frames/gaskets, easily stacked

Ease of cell construction/maintenance
Lower energy consumption
Lower process footprint

Bipolar electrical connection Cheaper control equipment
Much simplified electrical connection
More uniform current distribution

Bilayer –SO3
− polymer/-COO− polymer

membrane
Enables 32% NaOH as cell exit solution

Zero gap cells Lower energy consumption
Gas bubbles outside interelectrode gap
Membrane fully supported

Large area (∼2 m2), bipolar cells High space-time yield
Simplified electrical control

O2 reduction gas diffusion cathodes Much lower energy consumption

During the following years a number of improvements were introduced, and these are
summarized in Table 6.2. While such advances are listed as single events leading to step
improvements, the initial introduction was in many cases followed by continuous R&D,
leading to further smaller increments of improvement.

It can be seen that these developments concerned both materials (electrode coatings and
membrane) and cell design. The final step in the battle to reduce energy consumption was
to replace hydrogen evolution by oxygen reduction as the cathode reaction. Although the
cell still produces chlorine and sodium hydroxide, these changes in cell chemistry led to
a change in equilibrium cell potential, from ∼2.19 V to ∼0.96 V. However, in practice
the full improvement was not achieved, even when using the most modern catalysts such
as rhodium sulfide, because there remained a substantial overpotential associated with
oxygen reduction. In addition, the application of oxygen reduction technology requires the
introduction of a gas diffusion electrode into the cells, which in turn complicates the design
of both cell and stack. Nonetheless, this technology is now available commercially and
provides a significant reduction in energy costs.

A consideration of the principles of electrochemical engineering led to the conclusion
that the important performance criteria for the Cl2/NaOH industry are a high current density
to minimize the number of cells, a low energy consumption, and long-term, maintenance-
free operation, and all of these have now been achieved with membrane cells. Today, the
technology is without environmental hazard (although, of course, the sodium hydroxide
solution, chlorine and hydrogen must all be handled with care), while cell houses can
operate without significant maintenance for over five years. It should be noted, however,
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that in contrast to many other applications of membrane cells, the fluid flow regime is not
critical. The electroactive species are present in high concentrations while the strong gas
lift which results from the large flux of gas bubbles rising from the electrodes will alone
ensure effective mass transport conditions.

6.4 Parallel Plate Cells

The parallel plate geometry [1, 3] offers uniform current density and potential distribution.
The incorporation of this electrode geometry into a plate and frame cell body, particularly
in a modular filter-press format, provides a versatile workhorse for many electrochemical
reactors. Many developments start with a small, single cell before being scaled-up by
increasing the electrode area and then by designing a multiple cell stack in a filter press
structure. Parallel plate cells have many advantages:

• The geometry is readily scaled by increasing the electrode area or incorporation into a
multiple cell stack, although scaling requires appropriate attention to secure gasketting
and the design of electrolyte inlets and outlets to ensure a uniform electrolyte flow.

• A wide range of electrode materials is available, many in suitable or easily modified
forms (e.g., plates, meshes, cloths and foams).

• The reaction environment is well understood with regards to fluid flow, mass transport,
and concentration distributions.

• Experience of such cells in industrial practice is relatively well documented in the
fields of electrosynthesis, electrochemical processing, environmental treatment and flow
batteries for energy storage.

For a number of years, several companies have marketed parallel plate cells, including: ICI
(the FM01 and FM21 cells [1, 30, 31]); Electrocell (the Microflow, MP, ElectroSyn, and
ElectroProd cells [1, 31, 32]); and Electrocatalytic/EA Technology (the Dished Electrode
Cell [31, 34]). Each of these companies has offered a range of cells from a laboratory single
cell with an electrode area of 10–100 cm2 to cells with an electrode area of a fraction of
1 m2 suitable for incorporation into a multicell stack. Unfortunately, this is no longer the
case, and developers of electrochemical technology are once again faced with designing
and testing their own cells. While this is only inconvenient on a laboratory scale, it is a
significant barrier to scale-up as it requires substantial time and the involvement of several
disciplines. Nonetheless, much can be learned from the information built up from studies
of these commercial cells since, as well as providing typical data, it demonstrates from an
experimental viewpoint those factors which are important in determining cell performance.

For example, the FM21 electrolyser marketed by ICI [1] was originally designed for the
chlor-alkali industry but was later applied to other processes. In this case, the unit cell had
a membrane and electrodes 1 m wide × 0.21 m high, and in the chlor-alkali design it was
operated in a zero gap configuration with catalyzed lantern blade electrodes (which forced
the product gases to leave the interelectrode gap). Up to a 100 cells with a monopolar
electrical connection and internal manifolding were mounted between the end plates. As
interest in the cell expanded to other applications, a smaller laboratory electrolyser, the
FM01-LC (see Figure 6.4) was developed which had an active electrode area of 64 cm2 but
the same ratio of height to width as the FM21, and was intended as an accurate laboratory
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Figure 6.4 The FM01-LC electrolyser designed to ape the characteristics of the FM21
electrolyser.

model for the FM21 electrolyser. Again, a number of cells could be stacked between the end
plates, and in order to meet the needs of different applications a variety of electrode designs
(e.g., plates, lantern blade, meshes and foams) became available. Studies employing the
FM01-LC electrolyser have included:

• The space-averaged mass transport and the mass transport distribution to a flat plate
electrode as a function of mean linear flow velocity [22, 35–38].

• Local mass transport studies using segmented electrodes [35].

• Pressure drop as a function of the mean linear flow rate [39].

• The effect of turbulence-promoting meshes on mass transport and current distribution
[22, 35, 38]; computational flow modeling [40].

• Mass transport and area enhancement due to 3D electrodes [41].

• Electrosynthesis at carbon and nickel anodes [41–43].

• Flow dispersion in the channel using both experimental residence time distribution
[44,45] and computational fluid dynamics mass transport studies, including the effect of
manifolds [46, 47].

Published experimental studies of the FM21 cell are fewer in number but include compar-
isons of mass transport in the FM01 and FM21 cells [48,49]. In addition to operation in the
chlor-alkali industry [50], the electrolyzer has been used for diverse applications including
the removal of nitrate from nuclear waste streams [51], the destruction of contaminated
solids via silver(II) [52,53], and the electrosynthesis of a pharmaceutical intermediate [54].

6.5 Redox Flow Batteries

With the current shift towards renewable energy sources, the importance of energy storage
is growing rapidly. One approach towards energy storage is based on redox flow batteries
[55–57], the most well-developed technology being the all-vanadium flow battery. Such
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technology for energy storage requires facilities as large or even larger than any exist-
ing electrochemical technology, and the batteries have much in common with other flow
electrolysis systems.

The Regenesys battery [58] was based on sulfur/polysulfide and bromide/tribromide
electrodes, and employed a membrane parallel plate cell. The membrane was Nafion®

and the electrodes were composite carbon–polymer plates, sometimes with extended area
carbon facings; a polymer mesh (1.8 mm-thick Netlon®) separated each electrode from the
ion-exchange membrane. Three sizes of bipolar cell stack were built and tested. Figure 6.5a
shows the largest stack, the XL200, which was operated at a current up to 420 A and gave a
stack voltage of ∼300 V. This bipolar stackstack included 200 cells each with an electrode
area of 0.72 m2. Each cell frame included gaskets to allow rapid construction and leak-free
operation, as well as tortuous inlet and outlet spirals to the manifolds to minimize leakage
currents. This modular reactor was conceived with low-cost, production engineering in
mind and benefitted from extensive studies of its reaction environment. Figure 6.5b shows
a laboratory version of the stack, with only 25 of the XL200 cells; this unit is fully
instrumented for fluid flow and mass transport studies and was used for mass transport,
fluid dispersion and pressure drop measurements, and also to confirm the conclusions of
computer modeling [59,60]. These studies were unusual in that they considered: (i) a stack
with full-sized electrodes, albeit with a reduced number (5–25) of bipolar electrodes; and
(ii) fluid flow and mass transport in such a small-gap (ca. 2 mm), production-engineered cell.

6.6 Rotating Cylinder Electrode Cells

A rotating cylinder electrode (RCE) with a cylindrical or “pseudo-cylindrical” counterelec-
trode around it essentially has the geometry of a parallel plate cell. The RCE was developed
as a specialty tool for uniform fast electrodeposition in turbulent flow, and for the removal
of metal ions from effluents with recovery of the metal in the form of a foil, flake, or
powder [61–63]. In the first application, RCE cathodes became the major tool for silver
removal from photographic fixer solutions in compact, high-rate units [64], and enabled
the recycling of fixer and resale of more than 98 wt% of the silver. Typically, such cells had
a stainless steel RCE cathodes of 10–20 cm diameter rotating at speeds up to 1400 rpm,
stationary graphite anodes, and were operated at ∼50 A.

Later, a membrane-divided RCE cell designed to enable metal deposition in powder
form was developed and marketed. The most elaborate of these so-called “Eco-cells” was
equipped with scraping devices to facilitate continuous powder removal from the RCE reac-
tor outlet, and was operated potentiostatically, offering a degree of control over metal growth
morphology, current efficiency, and selective noble metal deposition [65]. Applications of
the unit were focused on the hydrometallurgical extraction of metals and remediation of
effluents from chemical industrial process liquors. These devices reached a maximum scale
of 10 kA and were capable of copper recovery rates of 40 kg h−1 [61]. A multicompartment,
“cascade” version achieved overall conversions of 99% in a single pass [66].

Today, RCE cells find continuing use in controlled metal reclamation; in a recent study,
attention was focused on the recovery of precious metals from spent automobile exhaust
catalysts [67].
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(a)

(b)

Figure 6.5 (a) The Regenesys XL 200 redox flow battery stack with 200 cells. The unit had an
approximate power rating of 120 kW; (b) A laboratory stack with 25 full-sized, bipolar cells,
fully instrumented for mass transport, pressure drop, and fluid dispersion studies.

6.7 Conclusions

Developments in both design and materials have greatly improved the performance of paral-
lel plate cells, including the incorporation of features such as 3D electrodes from academic
studies. Unfortunately, “Electrochemical Engineering” has not matured as an academic
subject in the way that Martin Fleischmann would have wished, and it remains poorly
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featured in most electrochemistry courses, research and industrial training programmes.
Moreover, from an era when a range of electrolytic reactors could readily be purchased,
there has been a return to a time when cells must be designed from first principles by
those seeking to upscale electrolytic technology. In consequence, the need to develop a
cell stack with adequate performance remains a substantial barrier to new technology.
The future would be surely more positive with a more substantial literature on upscaling
cells and cell stacks, including the characterization of full-scale industrial cell stacks and
computational modeling.
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The field of electrochemical Raman spectroscopy was pioneered by Fleischmann, Hendra
and McQuillan of the University of Southampton in 1973. The discovery of surface-
enhanced Raman scattering (SERS) was made largely through their efforts and that of Van
Duyne from Northwest University during the mid-1970s. With its very high sensitivity
and spectral resolution, SERS has been applied to gain meaningful information from an
extremely small quantity of species at electrochemical interfaces. With the intrinsically
low detection sensitivity of Raman spectroscopy no longer being a disadvantage in its
use, electrochemical SERS (EC-SERS) has traveled a tortuous pathway over the past
four decades and has developed into a powerful surface diagnostic technique for in-situ
investigations of adsorption and chemical changes at electrodes. In this chapter, an overview
will be provided of the early history of EC-SERS and the principles of SERS outlined to
confirm that SERS arises mainly from a nanostructure-based surface plasmon resonance
phenomenon. The methodology and measurement procedures – in particular the preparation
of various SERS-active substrates – are discussed, and the different approaches employed
to utilize the strength and offset the weakness of EC-SERS are highlighted.
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Table 7.1 A comparison of the sensitivity, and energy, time and spatial resolution of
electrochemical methods, Raman spectroscopy and scanning tunneling microscopy (STM) in
practical electrochemistry study

Electrochemistry EC-Raman spectroscopy EC-STM

Sensitivity Submonolayer Submonolayera Submonolayer
Energy resolution 10−2 V 10−4 eV(∼1 cm−1)b STS is not availablec

Spatial resolution 0.1–1 μmd 1 μm 1 Å
Time resolution 10–7–10−6 s 10−8 se, 10−3 sf 0.04 sg

aWith surface-enhanced Raman spectroscopy.
bWith excitation in the visible.
cScanning tunneling spectroscopy; although inelastic electron tunneling spectroscopy provides a higher resolution at
about 0.05 eV at very low temperatures (several Kelvin), it is not practical for electrochemistry.
dWith scanning electrochemical microscopy.
eWith pulsed laser.
fWith continuous-wave laser.
g0.04 s per STM image.

Today, the structure and dynamics of electrode/solution interfaces play an increasingly
important role in electrochemistry, with ramifications of the subject matter extending into
areas as diverse as batteries, fuel cells, materials corrosion, clean technologies, semicon-
ductor processing, electrochemical synthesis, the conversion and storage of solar energy,
and biological electron-transfer processes [1–3]. Currently, conventional electrochemical
methods appear to have approached their limits to meet the growing requirements for
characterizing complex and sophisticated systems, especially those related to advanced
materials and the life sciences. Since the 1970s, there have been remarkable developments
among the in-situ nonelectrochemical techniques which provide mechanistic and dynamic
information on electrochemical interfaces at the molecular (and/or atomic) level [1, 4–6].
Vibrational spectroscopic methods such as infrared (IR) [7, 8], Raman [9–11], and sum
frequency generation (SFG) spectroscopies have been widely used to identify not only
interfacial molecules but also the nature of the chemisorption bond [12, 13].

It should be pointed out that each of these techniques has strengths and limitations
when studying a particular electrochemical system. Detection sensitivity and resolution are
two important criteria when comparing the techniques in terms of their capability to pro-
vide high-quality information from interfaces. The resolution can be further classified into
energy-resolution, spatial-resolution and time-resolution, and for this purpose a brief com-
parison of the most frequently used techniques in electrochemistry is provided in Table 7.1.

Detection sensitivity is, undoubtedly, a most important issue as only an extremely small
quantity of species will be present at the electrode surface compared to a very much greater
amount in bulk solution. In general, existing electrochemical techniques have very high
sensitivities that are capable of detecting molecular or atomic changes at the interface
in submonolayer quantities; however, unless microelectrodes or nanoelectrodes are used
they have a poor time resolution, typically in milliseconds. Whilst nanoelectrodes may be
capable of achieving a resolution within microseconds or even nanoseconds, their energy-
resolution is poorer at about 10−2 eV. In contrast, in-situ vibrational spectroscopy has a
much higher energy-resolution, with spectral resolutions of approximately 1 cm−1 easily
being achieved (equivalent to about 10−4 eV with visible light excitation). Such a powerful
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technique is also capable of providing much more detailed structural information with
regards to surface bonding, conformation and orientation that, in turn, provides new and
powerful insights into various electrochemical interfaces.

Raman spectra can be obtained by using excitations ranging from ultraviolet (UV) to
near-IR (NIR) energies. Water, as the most important solvent in electrochemistry, is a
very weak Raman scatterer and has almost no absorption in the visible light region. More
importantly, Raman spectroscopy can be conveniently applied to in-situ measurements of
solid–liquid interfaces in both fundamental and practical studies [9–11]. Porous and rough
surfaces with high surface areas, which typically are studied with great difficulty when
using many surface analysis techniques, can be readily probed with Raman spectroscopy.
Furthermore, Raman spectroscopy has a wide spectral window (5 to 4000 cm−1), and
requires neither complicated sample preparation nor specialized cell materials. All of these
advantages have led to Raman spectroscopy becoming a very convenient and powerful tool
for the analysis of electrode/aqueous solution interfaces.

Unfortunately, Raman spectroscopy has encountered major problems due to its intrinsi-
cally low detection sensitivity. Notably, as the cross-section of a molecule for the Raman
scattering process is about 106-fold and 1014-fold smaller than those of IR and fluorescence
processes, respectively [11], the Raman-scattered intensity of typically 10−8 to 10−10 of the
incident photon flux is insufficient to detect adsorbed species with (sub)monolayer cover-
age. Therefore, during the first three decades following its discovery, Raman spectroscopy
was not widely used and was not considered for surface analysis. However, following the
invention of lasers during the early 1960s, the detection sensitivity of the technique was
greatly improved as lasers could provide an ultra-intense light source. Subsequently, as
lasers ranging from the UV to the NIR became available, Raman spectroscopy was trans-
formed into a flexible technique that could be used to analyze samples of bulk materials (at
the molecular level, termed “normal” Raman measurements) that ranged from lunar rocks
to ocean ore, from silicon chips to plastics, and from proteins to drugs [14–18]. However,
with regards to interfacial electrochemistry and ultra-trace analysis, for which the number
of probe molecules is substantially less than for bulk materials, the detection sensitivity of
Raman spectroscopy remained far from satisfactory.

Equation (7.1) gives the Raman intensity expression for a vibrational mode of a molecule
following Placzek’s polarizability theory with regards to instrumental and surface factors
[19]:

Imn = 27𝜋5

32c4
I0

(
𝜈0 − 𝜈mn

)4∑
𝜌𝜎

|||(𝛼𝜌𝜎)mn
|||2NAΩQTmT0 (7.1)

where N is the number density of the adsorbate (molecules cm−2), A is the surface area
illuminated by the laser beam (cm2), Ω is the solid angle of the collection optics (sr), and
QTmT0 is the product of the detector efficiency, the throughput of the dispersion system
and the transmittance of the collection optics, respectively. Even if the probe molecules
fully cover a flat surface the number of molecules is only about 107 within the laser spot
of about 1 μm in diameter. Because, typically, one Raman photon is produced by about
108 to 1010 incident photons, even with the improvements in ΩQTmT0 available in state-of-
the-art Raman instruments, it is still not possible to detect electrode surface species with a
monolayer coverage. Although the surface Raman scattering intensity scales linearly with
the incident laser power (I0) and the fourth power of energy (𝜈0), the ultimate sensitivity is
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limited by the surface damage threshold of the electrode materials. It has, therefore, been
highly desirable to develop new methods to remove this limitation.

7.1 Early History of Electrochemical Surface-Enhanced
Raman Spectroscopy

The first SERS spectra were obtained from an electrochemical cell during the mid-1970s. In
retrospect, it is not surprising that SERS research was initiated from an electrochemical sys-
tem since, during the late 1960s and early 1970s interest in the study of electrode reactions
was shifting from the macroscopic to the microscopic level. Between the late 1960s and early
1980s, spectroelectrochemistry became established with the development of in-situ optical
spectroscopic methods that provided mechanistic and dynamic information on electro-
chemical interfaces at the molecular level [4]. Raman spectroscopy was the first vibrational
spectroscopy employed to characterize species on solid electrode surfaces by using a light-
reflection mode, as aqueous solutions do not lead to notable interferences to the surface
signal. The Raman process does have its intrinsic disadvantages, however, owing to its very
low detection sensitivity, and therefore electrochemical Raman experiments without some
form of signal enhancement proved to be impractical and impossible for many applications.

The first in-situ Raman spectroscopic study of an electrochemical system was reported in
1973 by Fleischmann, Hendra and McQuillan, who described Raman spectra for thin films
of Hg2Cl2, Hg2Br2 and HgO, formed on mercury droplets that had been electrodeposited
onto platinum electrodes [20]. As these compounds have exceptionally large Raman
scattering cross-sections (i.e., they are very good Raman scatterers), a signal from a species
composed of only a few monolayers could be detected. These experiments proved, for the
first time, the viability of in-situ Raman spectroscopic measurements in electrochemical
environments.

In order to overcome the fatal limitation in detection sensitivity for surface species with
only monolayer (or less) surface coverage, Fleischmann, Hendra and McQuillan devised a
strategy to increase the number of adsorbed molecules and pyridine was chosen as an adsor-
bate because of its very large Raman cross-section. Pyridine had previously been used in
Raman experiments to probe surface sites on oxide catalysts, and in this instance they chose
to increase the surface area of a silver electrode in an aqueous electrolyte comprising 0.1 M
KCl + 0.05 M pyridine by applying potential-controlled oxidation and reduction cycles.
The Raman spectrum obtained from the electrochemically roughened silver electrode was
of unexpectedly high quality, and the potential dependence of the signal implied that this
was due to the variation in the adsorbed pyridine coverage (as shown in Figure 7.1). All of
the major Raman bands were changed markedly in intensity as the potential was changed.
The preliminary results were first described in a report in Faraday Discussions in 1973
[21, 22], but were then formally published in 1974 [23]. In fact, these were the first SERS
measurements to be made, and the roughened silver electrode was the first nanostructure
to exhibit SERS activity, though this point was not recognized as such in 1974.

After these preliminary results were published [23], Van Duyne and Jeanmaire tested
the hypothesis that such surface roughening would lead to an increased surface area [24]
and found – rather surprisingly – that when starting with the degree of roughness used by
Fleischmann et al. [23] the surface Raman signals were increased as the surface roughness
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Figure 7.1 (a) SER spectra from pyridine adsorbed onto an electrochemically roughened sil-
ver electrode in 0.1 M KCl and 0.05 M pyridine, compared with normal Raman spectra of
a: liquid pyridine and b: 0.05 M aqueous pyridine. The applied potentials are: c: 0.0 V; d:
−0.2 V; e: −0.4 V; f: −0.6 V; g: −0.8 V; h: −1.0 V; (b) Electrochemistry cells used for the SERS
measurements. Reprinted from Ref. [23] with permission from Elsevier.

was decreased. Subsequently, Van Duyne and Jeanmaire devised a procedure to measure
the surface enhancement factor, wherein the signal intensity of a specific molecule on
the surface could be compared to that of the same molecule in solution. The results of
these studies were published in 1977, when the claim was made that “… some property of
the electrode surface or the electrode/solution interface is acting to enhance the effective
Raman scattering cross-section”, and that this resulted in the Raman intensity from adsorbed
pyridine being “… 5–6 orders of magnitude greater than expected.” Independently, in the
same year, Albrecht and Creighton reported a similar result from colloidal silver suspensions
[25, 26]. The effect was later named surface-enhanced Raman scattering [27].

It is worth noting that, whilst the SERS of pyridine adsorbed at a silver electrode was
the first reported case of the technique’s ability, it is now a much-studied and classic
example. Indeed, after about four decades the system remains one of the best EC-SERS
systems in terms of the high quality of spectra obtained and the easy preparation of samples.
Certainly, to have chosen this system for subsequent studies was critical to the breakthrough
in establishing EC-SERS as a routine process, with great opportunities being offered to
design highly sensitive, surface diagnostic techniques that can be applied to not only
electrochemical but also to biological and other ambient interfaces. Nowadays, molecular-
level investigations using Raman spectroscopy on diverse adsorbates at various transition
metal and Group VIII B element electrodes have been realized [28, 29]. Furthermore, the
extension of SERS to studies of single-crystal electrodes with truly atomic-smooth surfaces
in an electrochemical cell has proved possible during recent years [30, 31]. Clearly, these
advances have provided a relatively smooth pathway to the wide application of Raman
spectroscopy in electrochemistry.

7.2 Principles and Methods of SERS

It is now well accepted that an enhancement of the electromagnetic field represents a
dominant contribution towards the SERS effect [32–34]. Such an enhancement derives
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from the strong interactions between light (both incident and scattered) and the nanos-
tructured metallic substrates (typically, Au, Ag and Cu). Furthermore, the excitation of
surface plasmon resonance (especially the localized version; i.e., localized surface plasmon
resonance) contributes most to the enhanced electromagnetic field, and thus is the domi-
nant contribution to a giant enhancement of the SERS effect. Moskovits was the first to
introduce the concept of a surface plasmon resonance contribution to SERS when, in 1985,
he summarized rather eloquently the electromagnetic enhancement due to surface plas-
mon resonance as being the dominant contribution to SERS [34]. In some electrochemical
systems, chemical enhancement [35] plays an additional role, especially with chemically
bonded species, as it is closely associated with the nature of the chemical bond to the
metal surface.

Recalling Equation (7.1), which describes the Raman intensity contributed from free
molecules, the SERS intensity can expressed in general terms by:

ISERS ∝ 𝜈4
scE2

inE2
sc

∑
𝜌,𝜎

|||(𝛼𝜌𝜎)nm
|||2 (7.2)

where vsc is the frequency of the Raman scattering light. In this case, Ein and Esc replace
I0 as the power density of the exciting laser light in Equation (7.1), in order to describe
the local electromagnetic (optical electric) fields of the incident and scattering radiation,
respectively. The square-terms denote the intensities of the incident and scattering light at
the surface, resulting in an electromagnetic enhancement effect [10]. The summation term
of (𝛼𝜌𝜎)mn describes the optical response to intramolecular interactions and the interaction
between a molecule and the metal surface, resulting in the chemical enhancement effect.

As the surface-plasmon-enhanced electromagnetic field is the dominant contribution to
most cases of SERS, in the next section attention will be focused on the electromagnetic
mechanism of SERS.

7.2.1 Electromagnetic Enhancement of SERS

Electromagnetic effects can be divided into several enhancement processes, while the
major contribution is from localized surface plasmon resonance. Two requirements are
necessary for the presence of localized surface plasmon resonance and great enhancement
of SERS: (i) a plasmonic material; and (ii) an appropriate surface roughness or, more
exactly, a nanostructured surface. The key materials supporting surface plasmon resonance
are always referred to as “plasmonic materials”; these have a real dielectric function with a
negative value and an imaginary dielectric function with a positive, but very small, value.
The coinage metals (gold, silver, copper) are the most commonly used plasmonic materials.
At the plasmon frequency of localized surface plasmon resonance, a large field-induced
polarization will occur such that large local fields will be generated at the nanostructured
metal surface. (The intensity and frequency of localized surface plasmon resonance depends
critically on the size and shape of nanostructure; this will be discussed in Section 7.2.2.)
These local fields cause remarkable increases in the Raman scattering intensity of a surface
species, which is proportional to the square of the incident radiation field. The nanostruc-
tured surface enhances not only the incident laser field but also the Raman scattered field,
and therefore the overall enhancement in Raman intensity will scale approximately with
the fourth power of the field [as shown in Equation (7.2)].
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SERS may also be obtained from the nanostructured transition metals (e.g., Pt, Ru, Rh,
Pd, Fe, Co, Ni) in Group VIII-B. However, transition metals do not meet the conditions
for good surface plasmon resonance in the visible light region, because the value of the
imaginary part of dielectric constants is very large [36, 37]. It should be noted that the
surface plasmon is not the only source of enhanced local electromagnetic fields; rather,
other types of electromagnetic field, such as the “lightning rod” effect occurring at near
curvature points and the dipole image effect, exists on the rough surface. These contributions
are much lower than that from the localized surface plasmon resonance, however, and as
a result the SERS activity of roughened transition metal surfaces is generally quite low.
Experimentally, the average Raman enhancement (from regions of greater field strength,
as well as from regions of weaker field strength) may be as high as six or seven orders of
magnitude for the nanostructured coinage metals. For transition metals, however, typical
surface enhancement factors range from 10 to 103, depending on the metal and surface
preparations [28, 38].

Overall, SERS is essentially an effect of plasmon-enhanced Raman scattering, and any
nanostructures that possess the ability to excite localized surface plasmon resonance in the
UV-visible and near-IR regime can also support SERS. The optimization of key factors for
localized surface plasmon resonance and Raman scattering will allow an optimization of
the conditions for SERS.

7.2.2 Key Factors Influencing SERS

SERS activity, which mainly arises from localized surface plasmon resonance, depends
critically on the optical properties, size, shape, and inter-particle space of nanostructures.

7.2.2.1 Material Dependence

Besides the coinage metals, alkali metals (Li, Na, K, Rb, Cs) and Al can also function as
plasmonic materials, though it is very difficult to prepare stable nanostructured surfaces
composed of these chemically active materials. Aluminum is a typical plasmonic material
in the UV regime [39–41], while Ga, In, Pt and Rh, as well as their alloys and some complex
materials (e.g., TiN), have also been explored as plasmonic materials [42].

7.2.2.2 Wavelength Dependence

It should be noted that the SERS effect from coinage metals cannot occur with a too-short
wavelength because of the inter-band transitions which transform the incoming optical
field into heat instead of enhancing the local electromagnetic field. The typical working
wavelength regime for Al is 150–400 nm, for Ag it is 350–1240 nm, for Au 570–1240 nm,
and for Cu 600–1240 nm. Therefore, Ag is the best electrode material on which surface
SERS can be studied by using various lasers from blue to NIR, while Au and Cu can only
be studied using red or NIR lasers.

According to Van Duyne et al. [43,44], in order to obtain SER spectra with enhancement
factors as large as possible, the excitation and scattering wavelengths should, if possible,
sit at the two sides of a surface plasmon resonance extinction peak [43, 44]. In addition,
the excitation wavelength can be selected corresponding to the molecular absorption, and
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can utilize the resonant Raman effect to further increase the sensitivity, and also avoid
interference by the fluorescence background.

7.2.2.3 Distance Dependence

SERS is an interface-sensitive technique, with molecules adsorbed in the first layer at the
surface showing the largest enhancements. However, electromagnetic enhancement has a
long-range property (i.e., it decays exponentially with increasing distance from the surface,
∼1–10 nm) [45–48], which predicts that SERS does not require the adsorbate to be in direct
contact with the surface but rather within a certain sensing volume.

Boosted by the long-range effects of electromagnetic enhancement, strategies aimed at
“borrowing SERS activity,” and thereby extending SERS studies to non-traditional SERS
substrates, have been developed [49–63]. Typically, these utilize the enormous electromag-
netic field created by high SERS-activity Au or Ag nanostructures. The Raman signals of
probed molecules on non-traditional SERS substrates that are spatially separated from the
SERS-active substrate can be enhanced to some extent. Figure 7.2 shows, schematically,
the electromagnetic field distribution around Au@Pt core–shell nanoparticles under laser
irradiation. By effectively borrowing SERS activity from the highly active Au core, weak
SERS spectra of adsorbates on the Pt overlayer can be obtained. A detailed discussion of
“borrowing SERS activity” in Section 7.2.3.

As shown in Figure 7.2, the electromagnetic field will be attenuated exponentially as the
distance between molecules of interest and the surface is increased. As the Raman intensity
scales roughly with the fourth power of the electromagnetic field, it can be concluded
that the Raman intensity will exhibits an overall r−10 distance dependence, where r is

Figure 7.2 Schematic illustration of the electromagnetic field distribution around Au@Pt core–
shell NPs under laser irradiation (left, with 633 nm excitation). The dependence of the electro-
magnetic field strength (normalized with the strength on the Pt surface) on the distance from
the Pt shell is shown in the right-hand plot, indicating that a substantially strong field enhance-
ment can still be obtained on the surface. Reprinted from Ref. [49] with permission from Royal
Society of Chemistry.
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the distance between the surface and the molecule [64]. Therefore, the spacer film in the
“borrowing SERS activity” has to be ultrathin, normally a few atomic layers.

7.2.2.4 Size and Shape of the Nanoparticles

The localized surface plasmon resonance of individual plasmonic nanoparticles depends
heavily on the size and shape of each nanoparticle. For instance, the wavelength of the dipo-
lar surface plasmon red shifts with the increase of particle size. However, for much larger
nanoparticles new bands for some multipolar modes will appear in the short-wavelength
range, while the dipolar band at long-wavelength will be damped. Typically, the size of
Au or Ag nanoparticles synthesized for SERS should be less than 150 nm, and larger
than 20 nm.

The shape effect in SERS has been recognized as a possible additional source of elec-
tromagnetic enhancement. The effect manifests as two concomitant phenomena [65]: (i)
there is a shift of the localized surface plasmon resonance; and (ii) there is a modification
of the local electromagnetic field on the particle surface, compared to that obtained on a
sphere. For instance, the SERS enhancement can indeed be magnified at the tip or corner of
nonspherical metallic nanoparticles due to the “lightning rod” effect, when the excitation
is polarized along this long axis. However, SERS enhancement factors for most individual
particles are too small to be used. In practical terms, Ag or Au dimer, trimer or other
aggregates of nanoparticles, are more preferable for SERS.

7.2.2.5 Electromagnetic Coupling in Nanoparticle Dimer and Aggregates

In coupled nanoparticle systems, the distance between the nanoparticles plays a key role in
the enhancement of the local field and SERS enhancement factor. The smaller the gap size of
a gold nanosphere dimer, the stronger the extinction intensity, and the larger the maximum
SERS enhancement factor. It is worth noting that, for small gaps, the enhancement factors
increase much more quickly than the increase of extinction coefficient. More importantly,
when the gap is close to 1–2 nm the enhancement factor in the gap can reach up to 108 to
1010, and facilitates single-molecule detection [65].

However, if the gap is reduced to less than 1 nm, then decreases in the local electro-
magnetic and SERS enhancement are noted [66]. In the sub-nanometer gap regime, the
distribution of the electromagnetic field of the dimer nanoparticles cannot be calculated
by classical electrodynamics; rather, quantum corrections should be considered, and elec-
tron tunneling will cause a reduction in the electromagnetic field strength [67]. If the two
nanoparticles touch each other, a lower energy charge-transfer mode will appear in the
mid-IR region [68].

7.2.3 “Borrowing SERS Activity” Methods

During the late 1970s and early 1980s, it was recognized that only a few noble metals
(mainly Ag, Au and Cu) would provide a large SERS effect if the metal surface roughness
or the colloid size were on the scale of several tens of nanometers. However, various
research groups have never limited their efforts to extend SERS to the study of other
metallic and nonmetallic surfaces. In the 1980s, a strategy based on “borrowing SERS
activity” was proposed, either by depositing SERS-active metals onto non-SERS-active
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Figure 7.3 Illustration of development of the “borrowing SERS activity” methods utilizing
different nanostructures during the past three decades. For details, see the text.

substrates (including semiconductors), or by depositing non-SERS-active materials over
SERS-active substrates.

The approach of “borrowing SERS activity” was first proposed in 1983 by Van Duyne and
coworkers [50], who obtained enhanced Raman signals for molecular species adsorbed onto
non-SERS-active materials such as n-GaAs electrodes, by electrodepositing a discontinuous
SERS-active overlayer of Ag (Figure 7.3(a)). However, most molecules of interest preferred
to adsorb at Ag or Au as the SERS active substrates rather than as non-SERS active materials.

In 1987, the groups of Fleischmann [51, 52] and Weaver [53–55] developed a more
effective and feasible method of coating an ultrathin film of a transition metal onto SERS-
active Au and Ag electrodes, respectively (Figure 7.3(b)). In this case, SERS-active Ag
or Au electrodes were coated with ultrathin films of other metals such as Ni, Co and
Fe, Pt, Pd, Rh, and Ru by electrochemical deposition. Subsequently, with the help of long-
range electromagnetic enhancement created by the SERS-active substrate underneath, weak
SERS spectra could be obtained of adsorbates on the transition metal overlayer [49]. This
approach opened the way to SERS studies of Fe corrosion inhibition and passivation [69],
whereby Fe monolayers were deposited onto SERS-active Ag from solutions containing
0.1 M FeSO4⋅(NH4)2SO4, 0.1 M KCl and pyridine (pH 3.5). This “Fe-on-Ag approach”
was used extensively to investigate Fe corrosion inhibitors, as well as to study Fe (and
steel) passivity [70]. In 2002, the Weaver group successfully coated an ultrathin (pinhole-
free) film of Pt-group metal onto Au nanoparticles immobilized on an indium–tin oxide
(ITO) electrode by employing under-potential deposition (UPD) and a chemical redox
replacement method (Figure 7.3(c)) [56]. Unfortunately, the whole preparation procedure
was very complicated as it involved surface functionalization, electrochemical UPD, and a
chemical reaction.
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Recently, Tian and colleagues developed a simpler and more straightforward method to
prepare transition metal-coated Au nanoparticles, based on a seed-mediated growth method
(Figure 7.3(d)) [49, 57, 71]. The procedure commenced with highly monodispersed Au
nanoparticles being synthesized according to Frens’ method, by reducing AuCl4

− with
sodium citrate. The Au core was then coated with one to ten atomic layers of the desired
transition metal through chemical deposition. As discussed in Section 7.2.1, the average
enhancement factor can reach 107 when the best optimization is made with Au, Ag and Cu
(the typical SERS-active substrates), while an enhancement factor of 103 can be reached on
pure transition metals. By effectively “borrowing” the SERS activity from the highly active
core (or substrate) of Au or Ag, the surface enhancement of transition metals can be boosted
by two orders of magnitude, while the total enhancement factor (ca. 105) can approach the
same level as that for conventional coinage SERS substrates (e.g., nonoptimized systems,
such as electrochemically roughened electrode surfaces) [49].

7.2.4 Shell-Isolated Nanoparticle-Enhanced Raman Spectroscopy

After carefully examining all conventional SERS systems, some generalities may be rec-
ognized, notably that the probed molecules (substance) are adsorbed either at the surface
of SERS-active nanoparticles (nanostructures) or the over-coated layer. Moreover, a large
number of perturbations in electronic and chemical properties would be induced by elec-
tronic contact when a thin transition metal shell is coated onto a SERS-active metal or
substrate [72, 73]. The method of tip-enhanced Raman spectroscopy (TERS), which was
developed in 2000, utilizes a non-contact working mode (Figure 7.3(e)) that separates the
probed substance (molecule or material surface) from a metal tip that acts as the Raman sig-
nal amplifier [58–60]. Unfortunately, this technology has been largely limited to molecules
with large Raman cross-sections, and has not yet been extended to electrochemical sys-
tems. In 2010, Tian et al. developed a novel method to circumvent these problems, which
involved coating the SERS-active nanoparticles with an ultrathin and inert shell of silica
(Figure 7.3(f)). This new technique is referred to as “shell-isolated nanoparticle-enhanced
Raman spectroscopy” (SHINERS) [61, 63].

The SHINERS technique is, in one sense, an extension of the core–shell and coatings
strategy already described. The reason for the shell, and the way in which the nanoparticles
are used, differs significantly in SHINERS, however, and the result has been a considerable
step forward in generality. The material of interest is no longer added to the SERS-active
coinage metal; rather, an isolating shell is added and the structure is then spread onto
a surface of any morphology and any material. So, in another sense, SHINERS is an
extension of what was accomplished initially with TERS: the signal amplifier is again
separated from the probed surface. With the advent of SHINERS, SERS may be obtained
from surfaces with the unlikely morphology of an atomically flat single-crystal and a very
unlikely material, an orange skin [30, 31, 74–82]. As the enhancement factors achieved
with SHINERS are comparable to those achieved with core–shell nanoparticles and coated
(ordered) nanostructures, the probe/analyte molecule generality is also comparable. Both,
Tian and colleagues and Wandlowski and coworkers used SHINERS to systematically
study the adsorption of pyridine on low-index Au(hkl) and Pt(hkl) single-crystal electrodes
[30]. The average enhancement factor reached 106 for Au(110) and 105 for Pt(110), which
was comparable to, or even higher than, the values obtained for bare gold nanoparticles on
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Figure 7.4 (a) SHINERS spectra of pyridine adsorbed onto Pt(110) (the red line), Pt(100)
(the blue line), and Pt(111) (the black line) at 0.00 V [30]. Solution: 0.01 M pyridine + 0.1 M
NaClO4; (b, c) Schematic diagrams of the SHINERS experiment. The electromagnetic field
strength is represented by the following color code: red (strong) and blue (weak).

smooth gold (a widely adopted SERS substrate). Three-dimensional finite-difference time-
domain (3D-FDTD) simulations revealed that this large enhancement is due to the transfer of
the “hotspots” from nanoparticle–nanoparticle gaps to nanoparticle–surface gaps (as shown
in Figure 7.4c). Tian’s group also applied SHINERS to examine the Si–H system on smooth
Si surfaces and hydrogen adsorption on a Pt (111) surface; the latter is a very important
system in surface science, chemistry and industry, including fuel cell applications [61].

7.3 Features of EC-SERS

In EC-SERS systems, both chemical and electromagnetic enhancements can be influenced
to some extent by changing the applied electrode potential – that is, the Fermi level of
metal and dielectric constant of the interfacial electrolyte. The former in particular can
be strongly tuned by potential, leading to drastic changes in interfacial structure and
properties. Such properties have led to EC-SERS being one of the most complicated
systems in SERS; the features of EC-SERS will be briefly introduced at this point.

7.3.1 Electrochemical Double Layer of EC-SERS Systems

The EC-SERS system generally consists of nanostructured electrodes and an electrolyte. An
electrical double layer is formed in the interfacial region such that, when a light illuminates
a nanostructured electrode surface to excite a SERS process, a strong optical electric field
is established in the electrical double-layer region. As a consequence, there are two types of
electric field with distinctively different properties, namely an alternating electromagnetic
field and a static electric field (E-field), which coexist in the electrochemical system. The
E-field may be quite strong, as the potential drop between the electrode and electrolyte
occurs mainly over the compact layer (thickness ∼1 nm) and the diffuse layer [6]. This
influences the interaction between metal and adsorbate, the orientation of the adsorbate,
and the structure of the double layer region, which may in turn cause a redistribution of the
surface-localized optical electric field.

By adjusting the electrode potential, the density and polarity of the surface charge will
change. Typically, when the electrode potential is more positive than the potential of zero
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charge (PZC), the surface will be positively charged and the water molecules interact with
the surface via the negatively-charged O atom. Meanwhile, other anionic species in the
electrolyte may also approach the surface, and molecules of interest may interact with the
electrode surface. The pyridine molecule can be used as an example here, as it can repel
the surface water and interact with the surface via both the p-orbitals and lone pair orbitals
of the N atom in a tilted configuration [83, 84]. When the electrode potential is moved
negative of the PZC, the interaction of the electrode with the O atom of water becomes
weaker while that with the H atoms become stronger. Cations also become more prevalent
than anions adjacent to the surface. Under these conditions, pyridine may interact with the
surface via only the lone pair orbital of N atom, which results in a configuration that is
normal to the surface. With the further negative movement of the electrode potential, the
interaction is weakened further and changes from chemisorbed to physisorbed type, or the
pyridine molecule may even be desorbed from the surface.

7.3.2 Electrolyte Solutions and Solvent Dependency

When the electrolyte is changed, it will not only change the double-layer structure of the
electrochemical interface but also influence the electrochemical reaction rates, and even
the potential window. For example, the double layer will be compressed or expanded with
the increase or decrease in the concentration of the electrolyte, respectively. Depending
on the electrolyte, nonspecific or specific adsorption may occur on the electrode surface.
The specifically adsorbed ions, due to a strong interaction with the metal surface, will
possibly induce a shift of surface plasmon resonance. The electrolyte ion may also be
coadsorbed with the adsorbates in a competitive or induced way; for example, thiourea is
coadsorbed with ClO4

− and/or SO4
2− on the Ag electrode [38].

A change of solvent will change the optical properties of the electrochemical system.
When organic solvents or ionic liquids are used, the electrochemical window will be
drastically expanded, and marked changes in the surface physical and chemical properties
may be expected [38, 85, 86]. This not only changes the oxidation potential of the metal
electrode but also eliminates the evolution of hydrogen via the reduction of water. When
the solvent is changed from water to organic or ionic liquid solvents, the surface plasmon
resonance frequency of the metal nanostructures will be red-shifted due to an increase in
the refractive index of the solvent [87].

From the above points it may be concluded on the one hand that EC-SERS is among
the most complicated SERS systems. Yet, on the other hand, it provides more flexibility
for investigating the interfacial structure and mechanism of complex systems by changing
the experimental conditions, such as the electrode material, electrolyte, solvent, electrode
potential and temperature in the fields of both SERS and electrochemistry.

7.4 EC-SERS Experiments

7.4.1 Measurement Procedures for EC-SERS

A layout of the measurement procedure for an electrochemical EC-SERS study is shown
schematically in Figure 7.5. Before any study, it is necessary to calibrate both the Raman
and electrochemical instruments. As many optical components are very sensitive to their
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Figure 7.5 Procedures for performing EC-SERS measurements.

environment (e.g., temperature and humidity), it is very important to calibrate the sensitivity
of the instrument and the accuracy of the frequency. As microprobe Raman instruments
are now the dominant instruments on the market, it becomes common practice to use the
very sharp and intense peak of a single crystal Si wafer [preferably Si(111)] at 520.6 cm−1

to calibrate both the frequency and sensitivity; however, if the excitation line shifts to the
UV region it is better to use the 1333.2 cm−1 band of diamond as a calibration standard.
It is quite common that the collection efficiency of Raman systems will change from
day to day. Therefore, in order to compare the intensity of Raman spectra collected on
different days it is better to normalize the intensity with that of the 520.6 cm−1 peak of
a Si wafer.

Before starting a new EC-SERS study, it is important to first obtain the normal Raman
spectrum of the species in its original form, such as the pure liquid or solid. In addition,
spectra should be collected for the expected product(s) of the electrode reaction to be studied.
The Raman spectra of the molecules/materials in the solution to be measured during the
in-situ study should then be recorded. These good-quality spectra will serve as references to
compare with the surface Raman spectra. If the spectrum is too complex, an isotopic study
will be very helpful for identifying the vibrational modes. Before the EC-SERS study, it is
important to define the electrochemical behavior to obtain the characteristic potential for
use in the in-situ EC-SERS study.
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For some systems, there is no resonance Raman or SERS effect to be utilized, and the
sensitivity becomes the main problem. In this case, a potential difference method will be of
great help [11]. Here, a spectrum is acquired at potentials where there is no or only a weak
surface signal which is subtracted from that at the potential of interest. In addition, a change
in the composition of the electrolyte or an isotopic labeling experiment may be considered
to identify the surface species and verify its orientation and structure. For temporally
resolved studies, electrochemical transient techniques are helpful to understand the surface
dynamics and the reconstruction processes of surfaces. For nonuniform surfaces, spatially
resolved measurements provide more reliable and complete information on the surface.
This is also useful for electrode surfaces that change either chemically or topographically
in a microzone upon variation of potential.

7.4.2 Experimental Set-Up for EC-SERS

Figure 7.6 shows the experimental set-up for in-situ EC-SERS. This includes a laser to
excite the SERS of samples, a Raman spectrometer to disperse and detect the Raman
signal, a computer to control the Raman instrument for data acquisition and manipulation,
a potentiostat or galvanostat to control the potential of the working electrode, and an EC-
SERS cell to accommodate the electrode/electrolyte interface to be studied. It may be

Monochromator
Mirror

Mirror

Video camera

Microscope objective

Detector
Computer

Wave function generator

postentiostat
RE

Cell body

WE
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CE
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Figure 7.6 Diagram showing the experimental set-up for EC-SERS, which includes a Raman
spectrometer (in the block), potentiostat, computer, wavefunction generator, and an EC-SERS
cell. WE, working electrode; CE, counter electrode; RE, reference electrode. Reprinted from
Ref. [57] with permission from Royal Society of Chemistry.
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necessary to place a plasma line filter in the incident path for some lasers to obtain a truly
monochromatic incident light. The detector of the Raman system can be a single-channel
photomultiplier tube (PMT), an avalanche photodiode (APD), or a multichannel charge-
coupled device (CCD); currently, the latter has become the dominant configuration. In
the case of time-resolved studies, it may be necessary to include a function generator to
generate various types of potential/current controls over the electrode, and also to trigger
the detector accordingly to acquire the time-resolved SERS signal.

7.4.3 Preparation of SERS Substrates

7.4.3.1 Electrochemical Oxidation and Reduction Cycles

The first SERS spectra were recorded on a roughened silver surface prepared by the
method of EC-oxidation/reduction cycles [23]. By application of an oxidation potential
to the metal electrode, the electrode was oxidized to soluble ions or an insoluble surface
complex; a reduction potential will then reduce these species at the surface, forming surface
nanostructures. As silver is one of the most extensively studied SERS substrate materials, it
is reasonable to take this as an example to illustrate the oxidation/reduction cycles procedure
in detail [88].

Figure 7.7 demonstrates the electrochemical roughening procedures for a Ag electrode
in 0.1 M aqueous KCl electrolyte. The morphological evolution of the electrode surface
is shown at the bottom of the figure. The electrode potential (the dashed line) is initially
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Figure 7.7 Current–time curve (solid line) and potential–time curve (dashed line) when Ag
electrode is roughened in 0.1 M KCl. The corresponding morphological evolution of electrode
surface is shown below the graph.
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set negative of the value for oxidation of Ag, after which it is stepped to a more positive
potential where the oxidation of Ag occurs. The dwell time of this oxidation process is
about 20 s. Due to the presence of Cl− ions, insoluble AgCl is formed on the electrode
surface. As the potential is stepped back to the initial potential (in the reduction region),
the AgCl is reduced, this gives rise to the roughened nanostructure of silver metal on the
electrode surface. It should be noted that the experimental parameters may need to be
modified slightly because the crystallinity and purity of Ag electrodes differ.

For electrochemists, EC-oxidation/reduction cycling is a simple and effective method
to obtain high-performance SERS-active electrodes. Therefore, this played a significant
role during the early stages of development of EC-SERS, and many important experiments
have been performed at EC-oxidation/reduction cycled roughened electrodes. For example,
Fleischmann et al., for the first time, reported NIR SERS measurements using 1.064 μm
excitation at EC-roughened Cu, Ag, and Au electrodes in 1988 [89]. In 1996, the present
authors’ group were the first to obtain good-quality surface Raman signals from pure
transition metals (Pt and Ni) electrode surfaces based on a special EC-oxidation/reduction
treatment [90]. In 2003, the SERS excited by UV light (UV-SERS) was first observed
unambiguously only from EC-oxidation/reduction roughened transition metals [91].

It should be emphasized that the surfaces resulting from EC-oxidation/reduction cycling
are randomly structured (Figure 7.8a), and therefore they lack spot-to-spot and substrate-
to-substrate reproducibility in their SERS response. Certainly, this ill-defined geometry is
unfavorable for understanding the interfacial structure and maximizing SERS activity.

7.4.3.2 Ordered Nanostructures

The first ordered structures for SERS were reported during the early 1980s by Liao et al.
[95, 96], who obtained regularly ordered SERS substrates by depositing Ag particles over
periodic arrays of silica posts that were fabricated by photolithography. Since the 1990s,
with the rapid development in the field of nanofabrication, many ordered periodic arrays of
nanoparticles for SERS have been made.

In 1995, Natan et al. reported that Au and Ag nanoparticles adsorbed onto an
organosilane-polymer-modified Si substrate could be used as a SERS-active substrate [97].
Subsequently, in 2001 the same authors [98] proposed a novel approach based on the
self-assembled monolayer technique which allows the preparation of regularly arranged
monodispersed colloidal Au and Ag nanoparticles on functionalized metal or glass sub-
strates. It is now possible to synthesize or fabricate metal nanostructures of various shapes
and sizes with a narrow size distribution. Nanoparticles assembled on an electrically conduc-
tive substrate can significantly improve the surface uniformity of the EC-SERS substrate.
Therefore, use of nanoparticle sols or assembled nanoparticles as SERS substrates has
expanded very rapidly during recent years [92].

Meanwhile, the groups of Van Duyne and Bartlett have made special efforts to broaden
the scope of nanosphere lithography to fabricate several new EC-SERS-active structural
motifs [94, 99]. This most promising method can be used to produce nanostructured
substrates with a precise control over the shape, size and interparticle spacing. In this case,
a monolayer or a multilayer of highly ordered nanosphere films is used as the template
for vacuum deposition or electrochemical deposition. As a result, three types of structured
SERS substrate can be produced: (i) physical vapor deposition on the nanosphere template
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Figure 7.8 SEM images of three typical SERS-active electrodes for EC-SERS. Reprinted with
permission from Ref. [92] Copyright © 2009, Springer-Verlag; (a) An electrochemically rough-
ened Pd electrode; (b) Au nanoparticle assembled film electrode and (c) Au-core–Pd-shell
(Au@Pd) nanocubes assembled film electrode; (d) Schematic representation for preparing the
Au@Pt and Au@Pd nanoparticle film electrodes. Reprinted with permission from Ref. [93] Copy-
right © 2008, John Wiley & Sons, Ltd; SEM images of electrodeposited gold nanovoid arrays
using 900 nm diameter (D) nanosphere template with film thickness (e) 0.45 D (f) 0.7 D
(g) 0.9 D. (h–j) Schematic representations of the preparation (h) assembly of nanospheres (i)
Au electrodeposition (j) removal of nanospheres to expose 2D-nanovoid array. Reprinted with
permission from Ref. [94] Copyright © 2006, Royal Society of Chemistry.

leads to the formation of a metal (e.g., Ag) “film over nanosphere” (FON) surface [99]; (ii)
the removal of nanospheres by sonicating the entire sample in a solvent results in surface-
confined nanoparticles with a triangular footprint [99]; and (iii) electrochemical deposition
followed by removal of the spheres leaves a thin nanostructured film containing a regular
hexagonal array of uniform sphere voids [94] (Figure 7.8e–j).
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All EC-SERS-active systems must possess nanostructures, and the SERS activity is
critically dependent on the configuration and composition of nanostructures, as well as
the applied electrode potential, by which some new insights into SERS phenomena can be
gained. The field of electrochemistry recognizes SERS as a powerful tool to characterize
surface molecules and to provide “fingerprint” information of their molecular bonds and
molecule–surface bonding. These points will be discussed in Chapter 8.
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In this chapter some applications of electrochemical-SERS (EC-SERS) are reviewed, high-
lighting how potential-dependent surface spectroscopy can provide access to important
information on chemical bonding, orientation and the electrochemical reaction of molecules
at electrode surfaces. Such studies continue to lead to a much-enhanced understanding of
interfacial structure and the mechanism of electrode reactions. The fundamental aspects of
SERS are provided in Chapter 7.

Raman spectroscopy, as a vibrational spectroscopy, can record “fingerprint” spectra
from electrodes and provide much insight into a variety of surface and interfacial structures
and processes at the molecular level; typical examples are the qualitative determination
of surface bonding, conformation, and orientation. Raman spectroscopy invariably uses
lasers in the ultraviolet (UV) through to the near-infrared (NIR) range. More importantly,
the technique can be applied in-situ to investigate solid–liquid and solid–solid interfaces
of both fundamental and practical importance, and can also be used flexibly to study
high-surface-area porous electrode materials, to which many surface techniques are not
applicable. Consequently, Raman spectroscopy is among the most promising methods for
use in electrochemistry. One major disadvantage of Raman spectroscopy is its intrinsically
low detection sensitivity, although by using roughed surfaces the sensitivity of EC-SERS
can be enhanced by several orders of magnitude.
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Since the discovery of EC-SERS [1–3], Fleischmann and coworkers, as well as other
spectroelectrochemitsts, have employed this technique to study the electrode–electrolyte
interface, greatly enhancing knowledge of topics that include: the adsorption of organic
molecules and their coadsorption with inorganic species [1, 4–14]; the structure of water
at the interface [5, 6, 9, 15]; electrodeposition [6, 13, 16]; electropolymerization [17,
18]; corrosion inhibition [19–24]; passivity [25–27]; and surface redox reactions [28–30].
Moreover, during the four decades since the first reports of EC-SERS the possibilities for
such studies have been expanded by combining the technique with more recently developed
electrode materials, such as (core–shell) nanoparticles and single crystals. For brevity, in
the following review attention will be focused on:

• Pyridine adsorption on different metals

• Interfacial water on different metals

• Coadsorption of thiourea with inorganic anions

• Electrodeposition additives

• Corrosion inhibition and passivity

• Lithium batteries

• Intermediates in electrocatalysis

8.1 Pyridine Adsorption on Different Metal Surfaces

Pyridine is adsorbed strongly onto several metals and has a large Raman cross-section.
The frequency and relative intensity of pyridine SERS bands are very sensitive to elec-
trode potential and to the surface properties of the metal, and for these reasons pyridine
has been the most common probe molecule used in experimental and theoretical inves-
tigations aimed at broadening the application of SERS to new electrode materials and
at assessing the respective roles of electromagnetic and chemical enhancement mech-
anisms [31, 32]. Pyridine might also be the best example to illustrate how to perform
EC-SERS measurements and theoretical calculations to analyze the adsorption properties of
electrochemical systems.

During the past four decades, much research effort has been directed towards expand-
ing the substrate and molecule generality of SERS. Based on highly sensitive, confocal
Raman microscopy and the development of new methods for preparing roughened transi-
tion metal surfaces [31] and transition metal-coated Au nanoparticles [33] (here, transition
metals are group VIII-B elements), Tian’s group was able to obtain good-quality surface
Raman spectra for pyridine adsorbed at Pt, Pd, Ru, Rh, Fe, Co and Ni electrodes, all of
which substrates had previously been considered SERS-inactive. The SERS spectra of
pyridine were acquired on coinage metals, Fe group metals and Pt group metals over a wide
potential range.

Figure 8.1a shows the spectra of pyridine adsorbed onto roughened Ag, Au, Cu and Pt
electrodes at the potentials where their intensities reach a maximum. Only a few bands have
been assigned to different vibrational modes of pyridine [34]. The changes between normal
Raman (data not shown) and SERS spectra at different potentials and different electrodes
were studied by combining experiments and theoretical calculations. It was established that
the ring breathing mode, 𝜈1, and the symmetric triangular ring deformation, 𝜈12, would
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Figure 8.1 (a) Surface-enhanced Raman spectra of pyridine adsorbed on roughened Ag, Au,
Cu and Pt electrode at the potential where the SERS intensity is a maximum (vs SCE), with the
bands assignment; (b) Simulated Raman spectra of pyridine interacting with Ag4, Au4 and Pt5
clusters in the off-resonance-Raman scattering process.

blue-shift from the liquid/solution phase to adsorption state at open circuit potential (OCP).
The relative intensity of the 𝜈12 mode to the 𝜈1 mode was significantly decreased upon
interaction with transition metals (e.g., Pt), but not with Ag. When a negative potential
is applied to achieve maximum intensity, the peak frequencies are red-shifted, while the
relative Raman intensities of the 𝜈12 mode to the 𝜈1 mode decrease on Ag but remain almost
unchanged on Au, Cu, and Pt electrodes. The three modes 𝜈6a, 𝜈9a and 𝜈8a become stronger
than at OCP.

In order to understand the observed phenomena and extract meaningful information on
adsorption properties, Tian et al. defined the pyridine adsorption configuration and binding
interaction with metals through theoretical simulations, as shown in Figure 8.1b. In this
case, it was concluded that when the surface coverage reached a monolayer or the potential
was either close to or negative to the potential of zero charge (PZC), the ring-breathing
mode would clearly blue-shift from free to adsorbed molecule, which suggested that the
pyridine had interacted with the surface via the N-atom in an upright or slightly tilted
configuration [34]. Density functional theory (DFT) calculations based on the metal cluster
model revealed a binding interaction of pyridine with metals through the nitrogen lone-pair
of electrons interacting with the conductance band of the surface metal. This interaction
weakens in following the order: transition metals (e.g., Pt) > Cu ∼ Au > Ag; that is, among
the coinage metals pyridine has a stronger binding interaction with Cu and Au than with
Ag [35]. The stronger binding interaction of transition metals (e.g., Pt) was due to a lower
unoccupied, energy level than was present in coinage metals, and also the participation of d
orbitals in the bonding. This is the main reason why the 𝜈12 mode exists on the Ag surface
but reduces on Cu and Au, and almost vanishes on transition metals. In addition, the binding
interaction was mainly attributed to the 𝜎-type bonding between the lone pair orbital of the
nitrogen atom and metals, and the p-type bonding of pyridine with metals. The latter results
in a blue-shift of the frequencies of 𝜈1 and 𝜈8a modes. Instead, the 𝜈6a mode has a strong
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coupling with the pyridine–metal adsorption bond [34], also leading to a blue-shift. As a
consequence, the frequency blue-shift of the 𝜈6a mode sensitively reflects the strength of the
pyridine–metal binding interaction. Overall, the chemisorption of pyridine is through the
donation of the nitrogen lone pair electrons and the short-range p-type bonding interaction
with metal surfaces. By moving the potential to more negative values, the adsorption bond
becomes weaker and this results in a red-shift in the vibrational frequencies.

As for the enhancement mechanism, the electromagnetic enhancement is dominant but
the different potential dependences of Raman bands at different metal electrodes show
that the chemical enhancement must also operate through: (i) a chemical binding-induced
enhancement; and (ii) a charge-transfer mechanism [36–38]. On Ag, charge transfer is
the main mechanism causing a decrease in the relative Raman intensity of the 𝜈12 mode
with respect to the 𝜈1 mode, via an electron transition from the Fermi level of the Ag
electrode to the unoccupied orbitals. On Cu and Au, a larger relative intensity of the 𝜈1 to
𝜈12 modes can be interpreted as the synergetic effect of the chemisorption and the charge
transfer enhancement mechanism. For 𝜈8a and 𝜈9a modes, both the strong chemisorption
and the charge transfer mechanism, which satisfies the resonance condition, enhance their
Raman signals.

By conducting systematic studies of pyridine adsorbed at different electrodes, it has been
shown that it is important to combine EC-SERS experiments and theoretical calculations
on the frequency and intensity of SERS bands to reveal the detailed interaction of the
various factors. By employing SERS-active coinage metals as the nanoparticle core and
coated inert SiO2 or MnO2 as ultrathin shells, Tian’s group recently developed a Shell-
Isolated Nanoparticle-Enhanced Raman Spectroscopy (SHINERS) technique [39, 40]. In
this case, the “isolated mode” prevents the probed molecules from being adsorbed onto the
nanoparticle surfaces, and therefore SHINERS was seen to exhibit outstanding potential
for a higher detection sensitivity and a broad application to various materials with diverse
morphologies, such as atomically flat single-crystal electrode surfaces. Figure 8.2a shows
the SHINERS spectra of pyridine on Au(110) and SERS spectra of pyridine on bare gold
nanoparticles obtained under the same experimental conditions [41]. Their comparison led
to two surprising results:

• The intensities of SHINERS on Au(110) was comparable to or greater than that of SERS
on bare gold nanoparticles; the enhancement factors (EFs) were ca. 106 for SHINERS
and 105 for SERS.

• The potential-dependent intensity profiles were distinctly different for SHINERS and
SERS; the maximum intensities of the bands at 1014 and 1039 cm−1 were observed at
– 0.20 V and – 0.60 V in the SHINERS and SERS experiments, respectively.

The data in Figure 8.2b show that, in SHINERS, pyridine is adsorbed only onto the
single-crystal surface as the pinhole-free, silica-coated nanoparticles are chemically and
electrically inert. In the SERS experiment, a smooth polycrystalline gold surface is used
instead of a single crystal because the citrate-stabilized nanoparticles are polycrystalline.
Pyridine is adsorbed onto both the “bare” gold nanoparticles and onto the smooth gold
surface. As the electromagnetic field-strength is maximized in the gap between adja-
cent nanoparticles, most of the signal arises from the pyridine molecules located there,
and thus the Raman intensity from adsorbed species will not be very strongly enhanced.
Consequently, bare gold nanoparticles cannot provide enhanced Raman information from
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Figure 8.2 (a) SHINERS spectra of pyridine on Au(110) (red) and SERS spectra of pyridine
on “bare” 55 nm Au nanoparticles (black) at different potentials. Electrolyte: 10 mM pyri-
dine + 0.1 M NaClO4; (b) Schematic diagrams of the SHINERS and SERS experiments.

adsorbed species and/or surface reactions on well-defined single-crystal surfaces. Yet, the
SHINERS method overcomes this problem and has the potential to emerge as a powerful
tool in (electrochemical) surface science.

8.2 Interfacial Water on Different Metals

Water is the most important solvent in electrochemistry. The adsorption configuration and
orientation of water molecules within the electrochemical double layer can significantly
affect interfacial electrochemical processes, and therefore the use of SERS to investigate
surface water is both interesting and promising. However, two obstacles emerged when
obtaining the SERS spectra of water: (i) water is a poor Raman scatterer with a very small
cross-section; and (ii) bulk water in solution (∼55 M concentration) makes a tremendous
contribution to the overall spectra, as compared to surface water.

The SERS spectra of surface water were first acquired in solutions containing concen-
trated halide ions in 1981, by Fleischmann et al. [5] and Pettinger et al. [15]. In early
studies, silver electrodes roughened by oxidation/reduction cycles in (pseudo-)halide solu-
tions had been employed, and these provided information on the influence of halide ions
and electrolyte cations, metal surfaces and electrode potential on the structure of interfacial
water [5, 9, 15, 42–47]. The (pseudo-)halide ions were found specifically to be adsorbed
onto the surface to stabilize the SERS-active sites and disrupt hydrogen bonds between
the surface water and the network of water molecules in the bulk solution. Further stud-
ies using NaClO4 solutions confirmed that the cleavage of hydrogen bonds between the
water molecules favoured the observation of SERS of water [46]. However, the intensity
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(a) (b)

Figure 8.3 (a) Comparison of the SERS of water, in the OH stretching and bending regions,
for molar NaI and KI solutions; (b) The abnormally enhanced 𝛿(HOH) spectra at −1.5 V with
CN− adsorbed on roughened Ag.

of such SERS spectra was irreversibly diminished at negative potentials where the halide
ions were completely desorbed, which implied that the spectra corresponded to surface
complexes involving “metal ad-atoms (clusters), halide ions, cations, and water,” and that
those spectra could not therefore be attributed to “normal” water present at the interface.
Furthermore, information on surface water was not accessible at the negative potential
where the hydrogen evolution reaction occurred.

Some important progress was made in 1987 by Funtikov et al. who reported unusual
SERS spectra of water, whereby the 𝛿(HOH) bending mode around 1600 cm−1 but not the
𝜈(OH) stretching band around 3500 cm−1 was detected [44]. These authors roughened Ag
using a unique in-situ oxidation/reduction cycle, without (pseudo-)halide ions, which could
be performed only in a narrow –1.10 to –1.45 V potential range. In fact, Fleischmann et
al. had earlier observed such a dramatic enhancement of the 𝛿(HOH) band, in a potential
region where I− [9] and CN− [13] started to desorb (Figure 8.3a and b, respectively), and
interpreted this phenomenon as due to quasi-crystal-like water molecules. These results
indicated that “normal” SERS spectra of interfacial water could be obtained in the potential
region for H2 evolution.

Since 1990, Tian’s group has adopted three experimental approaches to the systematic
investigation of surface water structure:

• A special thin-layer spectroelectrochemical cell with a working electrode perpendicular
to the solution surface was designed, which allows the hydrogen bubbles generated on
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the electrode surface to escape smoothly from the thin layer, without severely altering
the incident and scattered light.

• The special Funtikov’s oxidation/reduction cycle method was used to maintain stable
SERS-active sites with no adsorbed (pseudo-)halide ions.

• Difference spectra were recorded to remove the contribution of Raman signals from the
bulk water. Thus, a high intensity ratio between bending and stretching modes (Ib/Is) at
very negative potentials was successfully obtained, in clear contrast to the fact that Ib/Is is
normally 0.05 and 0.01 in the Raman spectra of bulk and water vapour, respectively [48].

SERS studies on interfacial water, initially limited to roughened coinage metal elec-
trodes, were recently extended with the help of nanoparticles and transition metal-coated
nanoparticles; this approach allowed a clearer interpretation of the potential-dependent
spectra to be provided [49–51]. Figure 8.4a shows the SERS spectra of water adsorbed onto
Ag, Au, Au@Pt and Au@Pd nanoparticle film electrodes, at different potentials. Core–shell
nanoparticles provide an enhancement of two orders of magnitude larger than pure transi-
tion metal nanoparticles, thus allowing the detection of extremely weak SERS signals of
water. Globally, the SERS intensity increases and the 𝜈(OH) stretching band is red-shifted
as the potential is made more negative. The red-shift varies at different electrodes; the Stark
tuning rate is 80, 14, 30, and 76 cm−1 V−1 for Au, Pt, Ag, and Pd, respectively (Figure
8.4b). A model for interfacial water adsorbed onto different metals was also proposed
(Figure 8.4c) [49].

A broad band at around 2000 cm−1 was observed only on the Pt surface, and assigned
to the Pt–H stretching vibration mode; this might have been the first Raman spectrum of
surface hydrogen ever recorded. With regards to the appearance of the Pt–H band, a full
monolayer of on-top adsorbed hydrogen was proposed (see also Chapter 10), above which
a second layer of water molecules is located. The stretching band on the Pt surface has
the smallest stark tuning rate because water molecules are not directly in contact with
Pt. Instead, water molecules can adhere to the bare Pd surface, as implied by the larger
stark tuning rate. Recent DFT calculations have suggested that the H-down configuration
of water adsorbed onto negatively charged metal clusters can enhance the bending mode
more strongly than the stretching mode, and the coupling of the water bending mode with
the hydrogen bond is a further enhancement mechanism [50]. Thus, the enhancement in
the intensities of the bending vibrations indicate that the water is binding to metal atoms
through its H-atom. Accordingly, the abnormally high enhancement at negative potentials
could be caused by an electronic enhancement. As the metal conduction electrons have a
high polarizability, the surface electronic tail penetrates into the solution to a distance of
several Angstroms [52], and thus the combined effects of “the electronic tail” and local
optical electric field further enhance the SERS signal of interfacial water [53].

8.3 Coadsorption of Thiourea with Inorganic Anions

Martin Fleischmann and coworkers were the first to recognize that the high sensitivity and
high energy resolution of EC-SERS, combined with an analysis of the potential dependence
of frequency and intensity of the bands, could be used to characterize the details of lay-
ers involving the coadsorption of two species. Two types of electrochemical coadsorption
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Figure 8.4 (a) High-resolution SERS spectra of water adsorbed on film electrodes of Au@Pt,
Au@Pd, Au and Ag nanoparticles at potentials negative to the potential of zero charge (PZC)
with respect to the SCE; (b) Vibrational Stark effect for the O–H stretching vibrations in SERS
of interfacial water on different materials of electrodes of Ag (circle), Au (triangle), Au@Pt
(square), and Au@Pd (pentagon) nanoparticles; (c) Suggested models of interfacial water
adsorbed on Pt, Pd, and Au electrode surfaces.

termed “parallel” (i.e., competitive) coadsorption and “induced” coadsorption were rec-
ognized, and the transition between them was observed [54]. Subsequently, Fleischmann
and colleagues studied the coadsorption of thiourea (a common additive in electroplating
and refining processes) with inorganic ions such as ClO4

− and SCN−. The results of early
investigations suggested that thiourea adsorbed onto the metal surface, forming a sulfur–
metal bond, and that ClO4

− might coadsorb with thiourea, through the NH2 group in neutral
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solution and through the NH3
+ group in acidic solution [10, 13, 14]. As ClO4

− does not
adsorb onto Ag electrodes, its SERS signal cannot be obtained; however, after the addition
of thiourea, SERS of ClO4

− can be detected – together with that of thiourea – indicating an
induced coadsorption. The fact that the frequency of the coadsorbed ClO4

− is identical to
that of the free ClO4

− in solution, and independent of the electrode potential, implies that
ClO4

− interacts only indirectly with the surface.
Tian et al. observed that, upon addition of SO4

2−, the SERS bands from ClO4
− were

completely replaced by those of SO4
2− (Figure 8.5a). The frequencies of the thiourea bands

attributed to NH2 (3345 cm−1) and N–C–N groups (1093 cm−1) changed, further suggesting
the coadsorption of thiourea with anions through the NH3

+ group [55, 56]. Unlike ClO4
−,

SCN− strongly interacts with the Ag electrode surface, and thus at relatively positive
potentials, SCN− and thiourea give rise to parallel coadsorption (competitive coadsorption)
(Figure 8.5b). In the presence of thiourea, SCN− can adsorb at more negative potential
than without thiourea, and its CN band red-shifts to approach that of free SCN−, which
indicates that the coadsorption of SCN− and thiourea changes from parallel to induced [56]
(Figure 8.5c).

Tian’s group also studied the thiourea + ClO4
− system by using time-resolved- SERS

(TR-SERS) measurements [55]. The intensities of the different bands were shown to change
on different time scales following a potential step (e.g., from –0.9 V to –0.3 V).
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The C–S stretching vibrational mode (710 cm−1) and the SCNN symmetric stretching
mode (1496 cm−1) underwent more than 80% intensity changes within the first 0.5 s, and
then slowly approached a constant value. Instead, the intensity of other bands, including
the vibrational modes of the amino group (468, 1094 and 3350 cm−1) and that of ClO4

−,
underwent only 50% of the overall change at the initial stage of the potential step, but
then decreased slowly over more than 10 min. Possibly, in order to form a well-structured
coadsorbed layer at –0.3 V, the ClO4

− ions interacting with protonated amino groups needed
time to rearrange and move to appropriate sites, at some distance from the electrode surface.
When the potential was stepped back to –0.9 V, the coadsorbed layer became loose and
disordered, and so the intensity change of all bands rapidly followed the change in potential.
The TR-SERS result showed that it is possible to focus on individual bonds of the adsorbate
in surface dynamic studies, particularly in some complicated coadsorption processes.

8.4 Electroplating Additives

The electroplating of SERS-active coinage metals is technologically important. Conse-
quently, SERS has been used extensively to examine the adsorption behaviors of electroac-
tive complexes, ligands, leveling agents and brighteners present in the common Au, Ag and
Cu electrodeposition baths. Although there appears to be a conflict between the roughened
substrates needed for SERS and the smooth surfaces sought from electroplating, interesting
information was obtained. In most of the studies conducted, systems containing thiourea
[10, 13, 14, 57–60] or cyanides [61–65] were addressed.

Several groups agreed that thiourea was adsorbed via the sulfur atom [10, 13, 14, 57,
58], with weakening of the C=S bond order, and coadsorbed with oxyanions [14, 59,
60]. Fleischmann et al. [13] reported that, at the silver electrode, thiourea – but not Ag+–
thiourea complexes – was detected by SERS, and concluded that the bonding of thiourea
to the Ag surface was stronger than that of the complexes. Thus, Ag plating occurs through
a strongly adsorbed thiourea layer, and this phenomenon may be the reason why smooth,
reflecting Ag deposits are formed.

When these studies were extended to cyanide-containing baths, they revealed a complex
surface chemistry. It was found [13] that at least one Ag+–cyanide complex [probably
Ag(CN)−2 ] was adsorbed at a moderately negative potential, while CN− remained adsorbed
at even more negative values. Bozzini et al. [62] identified different species adsorbed onto
Au; at progressively less-negative potential values, the detected species were: (i) Au–H
and Au–NC− in the HER range; (ii) Au–NC−; (iii) Au–NC−, Au–CN− and Au(CN)−2 ;
and (iv) OCN− in the anodic range. An even higher complexity was reported in a study
of Ag–Au alloy deposition [63]. Bozzini et al. [65] found that CN− ions liberated in the
cathodic reduction of cyanide complexes of Au, Ag and Cu, were reduced to CH2=NH and
CH3NH2 on Au, were polymerized (possibly to polycyanogens) on Ag, but underwent no
reaction on Cu.

SERS investigations were carried out using either preroughened electrodes [10, 57–59]
or smooth electrodes (e.g., vitreous carbon or Pt) which became SERS-active upon the
deposition of Ag or Au nuclei (islands) [13, 61, 63,64]. SERS was used to study the nucle-
ation of metal deposits and the evolution of deposit morphology during electrodeposition;
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however, only weak SERS signals could be obtained from smooth deposits of technological
interest [13]. In a study of Ag electrodeposition onto rough Ag, from solutions containing
2-hydroxypyridine, Lin et al. [66] observed the intensity of SERS signals to be decreased at
potentials slightly negative to that for Ag deposition, but to be markedly increased at more
negative potentials where rough deposits were formed. The addition of polyethyleneimine
stabilized the SERS intensity at a low level, due to the polymer inducing the formation of
smooth deposits.

Electrodeposition on smooth, SERS-inactive substrates has been described as a method
for obtaining good-quality SERS spectra of pyridine adsorbed onto Ru, Rh and Pd [67].
However, to date no SERS investigations on the electrodeposition of metals other than Au,
Ag and Cu have been reported.

8.5 Inhibition of Copper Corrosion

When, during the early 1980s, SERS was first used to achieve fundamental information
about the metal/electrolyte interface in corrosion science, only Ag, Au and Cu were con-
sidered to be SERS-active. Consequently, most early studies were focused on the inhibition
of Cu corrosion by benzotriazole and other inhibitors. In the same way that pyridine on
Ag was used as the model system for many fundamental investigations of SERS, ben-
zotriazole on Cu became the object of most early SERS studies on corrosion inhibition.
Benzotriazole is used to inhibit Cu corrosion either through a pretreatment of the Cu
sample with the inhibitor ahead of its exposure to the corrosive environment, or by its
addition at low concentration to the corrosive environment (when this is of finite volume).
SERS studies have focused on both situations in order to elucidate inhibitor adsorption and
film formation. The first potential-dependent SERS spectra of benzotriazole adsorbed onto
Cu were reported by Kester et al. [19] who found that photoalteration of the benzotria-
zole surface complex induced strongly enhanced Raman signals and increased protection.
However, these authors did not discuss the benzotriazole adsorption mode, nor did they
assign the observed bands. Later, Rubim et al. [20] investigated Cu plates pretreated with
benzotriazole, and benzotriazole adsorption from both neutral and acid solutions, in the
presence of halides. For this, the SERS spectra were compared with ordinary Raman
spectra of aqueous benzotriazole solutions and with those of solid Cu(I) and Cu(II) com-
plexes. Based on results obtained, it was concluded that the Cu pretreatment produced
a polymeric Cu(I) complex, [Cu(I)BTA]n, (where BTAH = benzotriazole), confirming
previous studies performed with ex-situ spectroscopic techniques. [Cu(I)BTA]n was also
identified as the species formed when benzotriazole was absorbed onto Cu from neutral
solutions and the electrode was roughened in-situ. In acid media, either [Cu(I)BTA]n or
halide-containing complexes ([Cu(I)XBTAH]4, X = Cl or Br) were identified, the former
being favored at less positive potential values. Adsorption of the benzotriazole molecule
was observed upon the reduction of Cu(I) complexes at potential values more negative
than the PZC.

Between 1985 and 1987, Fleischmann et al. [21–23] continued to perform SERS
experiments that led to corrosion rates which could be compared with conventional
electrochemical corrosion rate (Icor) measurements. The results of these studies pro-
vided a dynamic description of the Cu/electrolyte interface, as a function of potential,
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concentrations of inhibitor and anions, pH, and time of exposure. Cu was roughened ex-situ,
in inhibitor-free KCl solutions, to avoid the anodic formation of Cu–inhibitor complexes.
When BTAH was compared with 2-mercaptobenzoxazole (MBO), benzimidazole (BIM)
and 1-hydroxybenzotriazole (BTAOH) in neutral chloride media [21], Icor measurements
showed the following order of inhibition efficiency: BTAH ∼ MBO > BIM > BTAOH. In
SERS experiments, two strong inhibitors – benzotriazole and MBO – prevented chloride
adsorption (i.e., the Cu–Cl band at 286 cm−1 was not detected), and their spectra were
stable at E ≤ ECOR (ECOR = corrosion potential). It was concluded that these inhibitors
had stabilized the ad-atoms necessary to induce SERS. Weaker inhibitors were coadsorbed
with chloride, at E < ECOR. On moving to the open-circuit situation, a steady decrease
in the inhibitor bands was observed while the intensity of the Cu–Cl band was initially
increased but then decreased; this suggested that chloride had displaced the inhibitor and
then induced the corrosion of ad-atoms, with an irreversible loss in SERS signal intensity.

Fleischmann et al. [22] compared benzotriazole and 2-mercaptobenzoxazole as inhibitors
of copper corrosion in KCl solutions containing low concentrations of cyanide. Benzotria-
zole proved to be an ineffective inhibitor in cyanide media, while 2-mercaptobenzoxazole
remained effective. SERS showed that cyanide, revealed by a broad band centred at
2090 cm−1, displaced benzotriazole from the Cu surface, whereas 2-mercaptobenzoxazole
displaced adsorbed cyanide. A synergetic inhibition of Cu corrosion by benzotriazole and
benzylamine, both in chloride and chloride/cyanide media, was also shown [22]. As SERS
showed that benzylamine had not been adsorbed, its beneficial effect was ascribed to an
improved film formation. Subsequent Icor measurements showed that benzotriazole, MBO,
2-mercaptobenzothiazole and 2-mercaptobenzimidazole were all effective inhibitors of
copper corrosion in neutral chloride solutions, but the inhibition efficiency of benzotriazole
was decreased at pH 1–2 [23]. SERS spectra showed that, at pH 7, benzotriazole and its
anionic form were coadsorbed and Cl− was excluded from the interface. However, at pH≤ 2
undissociated benzotriazole and Cl− were coadsorbed, such that Cu underwent corrosion.
In contrast, the anion from 2-mercaptobenzothiazole was the only adsorbed species at pH
between 7 and 2; only at pH 1 was the neutral 2-mercaptobenzothiazole molecule detected.
Competitive adsorption experiments showed that the inhibitive action of benzotriazole and
2-mercaptobenzothiazole in neutral/acid media could be explained in terms of adsorption
strength.

When Aramaki et al. [68–70] also ranked benzotriazole derivatives, they concluded
that their inhibition efficiency agreed with their complex-forming ability. The spectra of
the neutral inhibitor molecules and those of their Cu(I) polymeric complexes were dis-
tinguished, and the stability range of each species was summarized using potential–pH
diagrams. The adsorption of neutral molecules was favored by a low pH and a negative
potential, while copper complex formation was favored by a high pH and a positive poten-
tial. Diagrams based on SERS results agreed, at least qualitatively, with those based on
capacity data.

In 1990, Fleischmann et al. used NIR Fourier transform SERS (NIR FT-SERS) [71] to
study the Cu corrosion inhibitors, benzotriazole and tolyltriazole. Diagnostic bands were
identified for each compound, whereby benzotriazole and tolyltriazole were coadsorbed
and found to displace each other, depending on their relative concentrations. The NIR
FT-SERS investigations were extended to an antifreeze (ethylene glycol) mixture [24],
in which both benzotriazole and tolyltriazole were identified by SERS as being adsorbed
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onto the copper surface, although ordinary Raman spectroscopy showed only the bands of
adsorbed ethylene glycol.

The Cu/ benzotriazole system was revisited by Chan and Weaver [72], who explored a
wide pH range (2 to 13) using both H2O and D2O as solvent. It was shown that, at pH 2 and
E < −0.3 V (vs SCE), benzotriazole in both H and D forms were adsorbed through their
azole ring, with two N atoms interacting with Cu. At about E = –0.2 V, the spectra of both
forms became identical due to formation of the copper(I) complexes with the deprotonated
benzotriazole, [Cu(I)BTA]n. It was also shown that adsorbed benzotriazole was converted
to [Cu(I)BTA]n upon exposure to air.

With no need of any roughening pretreatment, a SHINERS investigation on polycrys-
talline Cu and single-crystal Cu(100) or Cu(111), immersed in a benzotriazole solution,
was carried out to clarify whether [Cu(I)BTA]n film formation was reversible with poten-
tial [73]. For both polycrystalline and single-crystal Cu, identical SERS spectra of ben-
zotriazole were obtained at –0.7 V (Ag/AgCl), which converted to those of [Cu(I)BTA]n
when the potential was swept to more positive values. However, when the potential was
swept back, polycrystalline Cu showed a reversible interconversion between [Cu(I)BTA]n
and adsorbed benzotriazole, while single-crystal Cu did not. Through this investigation,
SERS results (normally obtained with polycrystalline Cu) were reconciled with infrared
reflection-absorption spectroscopy (IRRAS) and sum difference generation spectroscopy
(SFG) results (obtained with single crystals).

During recent years, SERS spectra have been used to acquire basic information on
new inhibitors [74–77], and also on the adsorption mode of benzotriazole in new solvent
environments such as ionic liquids [78]. Thus, three decades after the pioneering studies
[19–21], SERS spectroscopy is becoming a standard technique in studies of Cu corrosion
inhibition.

8.6 Extension of SERS to the Corrosion of Fe and Its Alloys: Passivity

Extending SERS studies to the corrosion of Fe and its alloys, was a major goal pursued by
several groups. Fleischmann et al. [17,18] initially proposed an “indirect strategy” whereby,
after showing that corrosion protection processes were identical (or very similar) on Fe (or
its alloys) and Ag, the latter was used in SERS investigations. The report [25] that opened
the way to SERS studies of Fe and its alloys emerged in 1987, when Fe monolayers were
deposited onto SERS-active Ag from solutions containing FeSO4⋅(NH4)2SO4 and pyridine
(pH 3.5). In other experiments, deposits estimated to be approximately 100 monolayers
thick were obtained from pyridine-free solutions, and pyridine was added afterwards. In
both cases, when SERS spectra of pyridine were obtained, the frequencies and relative
intensities of the pyridine bands were different from those obtained with bare Ag and, as a
consequence, it was concluded that pyridine had been adsorbed onto Fe. Pyridine spectra
were also obtained from Fe electrodes after deposition by galvanic displacement of a low
density of Ag nuclei; the spectra obtained from different areas corresponded to pyridine
adsorbed onto either Ag or Fe. During the following years the “Fe-on-Ag approach” was
used extensively to investigate Fe corrosion inhibitors, while the “Ag-on-Fe approach” was
employed in studies on Fe passivity and extended to other metals (e.g., Ni, Cr, Zn) and
alloys (steel).
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8.6.1 Fe-on-Ag

Aramaki and Uehara [26, 79] confirmed that SERS spectra of pyridine and pyridinium
bromide were obtained through the Fe-on-Ag approach, and reported that the pyridine
spectra had changed from that of the molecule adsorbed onto Ag to that of the molecule
adsorbed onto Fe as the thickness of the Fe deposit exceeded five monolayers. The intensity
of the main pyridine peaks and inhibition efficiency of Fe corrosion were linearly correlated.
Aramaki’s group also carried out systematic investigations on various classes of Fe corrosion
inhibitors, including aromatic N- and S-containing compounds and propargylic alcohol.
Several positive correlations, but some discrepancies, were identified when comparing
SERS results and corrosion inhibition efficiencies.

8.6.2 Ag-on-Fe

The Ag-on-Fe approach was preferred in investigations on passive films because it allowed
the study of alloys such as carbon steel and stainless steel, which cannot be effectively
electrodeposited. The first investigations on passive Fe using the Ag-on-Fe approach were
made by Rubim et al. [27] in 1989, while other reports were made during the following
years [80–92], with the aim of assessing the chemical nature of surface films on Fe, Ni,
carbon steel and stainless steel as a function of electrolyte composition and electrode
potential. The technique used to obtain SERS spectra of passive Fe in borate buffer, as
described by Devine et al. [80, 81], involved the deposition of Ag onto passive Fe, the
transfer of Ag-plated Fe to borate buffer, the exhaustive reduction of oxide films, and the
formation of passive films under potential control. The optimum Ag deposition charge
that maximized the enhancement was evaluated, and compounds proposed as passive film
components are briefly summarized in Table 8.1. The identification of passive films with
well-defined solid compounds was not always possible as their nature depended heavily on
the solution chemistry; typically, the (mainly amorphous) films were both potential- and
history-dependent, and underwent changes if removed from solution. The multiplicity of
films justified the conflicting findings of various authors who used different techniques. Very
recently, a SHINERS investigation of Ni-based alloys in H2SO4 showed that heat treatment
caused an improved corrosion resistance through the formation of a mixed Cr(III)/(VI)
surface oxide [93].

8.7 SERS of Corrosion Inhibitors on Bare Transition Metal Electrodes

The Fe-on-Ag and Ag-on-Fe approaches were subject to some drawbacks. In the former
case, pinhole-free metal layers of a few monolayers thickness were difficult to deposit, they
were unlikely to have the same crystal structure as bulk Fe, and they had insufficient stability
over a wide potential range. With the Ag-on-Fe approach, it could not be excluded that
species adsorbed at the Ag/Fe boundary contributed to the overall SERS response in a major
fashion. As noted in Chapter 7, however, these concerns were minimized by advances in
Raman instrumentation (i.e., the advent of confocal microscopy and the holographic notch
filter) and the development of special oxidation/reduction treatments for roughening the
electrode surfaces.
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Table 8.1 SERS studies of passive metals with the Ag-on-metal approach.

Year Metal Medium Passive film composition Reference(s)

1989 Fe H2SO4 or
Borate or
Carbonate

Fe(OH)2 + 𝛿-FeOOH in H2SO4
or borate;

FeCO3/Fe(OH)3 in carbonate

[27]

1991 Fe Borate Active region: Fe(OH)2 + FeO
+ unknown species

From passivation to Flade
potential: Fe3O4 +
Fe(II,III)(OH)x

a

Positive of Flade potential:
Fe3O4 + Fe(II,III)(OH)x

a +
𝛾-FeOOH.

[80,81]

1991 Fe Borate At –0.6 V(SCE): Fe3O4 +
Fe(OH)2.

At E = 0.0 V: 𝛼-Fe3O4 +
FeOOH + Fe2O3.

[82]

1992 304 SSb

316 SSb
NaCl Similar to that of passive films

on Fe
[83]

1992 Ni NaCl or
NaOH

Ni(OH)2 + NiO [84]

1994 Fe Sulfate or
Sulfate +
borate

In mildly acid media, sulfate
becomes part of the passive
film

[85]

1995 Fe, Ni, Cr
and 308 SSb

Borate Fe: Fe(OH)2-like species +
𝛾-Fe2O3 or Fe3O4

Ni: 𝛽-Ni(OH)2 + NiO
Cr: Cr(OH)3 + species similar

to Cr(OH)2 or CrOOH
SSb: same species as on alloy

components

[86]

1995 Fe Nitrate or
Carbonate

Fe(OH)2 + Fe2O3/𝛾-Fe3O4 [87]

1996 Fe NaOH or
Borate
Up to 95 ◦C

At 25–90 ◦C: Fe(OH)2 + Fe3O4
in prepassive region; Fe3O4
+ FeOOH in passive region

At 95 ◦C Fe(OH)2

[88]

2001 Carbon steel NaCl + O2 Passive film enriched in
𝛾-Fe2O3

[90]

2003 Zn KOH ZnO [91]
2010 Fe Borate Prepassive region: Fe(II)

oxide/hydroxide
Passive region: duplex film;

inner layer Fe3O4 or
𝛾-Fe2O3 or both; outer layer
Fe(III)-oxide/hydroxide.

[92]

aThe species Fe(II,III)(OH)x* is described by Gui and Devine [80,81] as a mixed-oxidation changing substance that initially
was Fe(OH)2.
bSS, stainless steel.
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The first report on SERS from bulk Fe was made in 2000 by Cao et al. [94], who obtained
spectra of both pyridine and pyrazine. Enhancement factors of two to three orders of
magnitude were produced through a sequence of two oxidation/reduction cycles performed
in H2SO4 and in KCl + pyridine solutions, respectively. An intense band at 280 cm−1 in the
pyrazine spectrum was assigned to the Fe–N stretching vibration, while its higher intensity
compared to Ag–N stretching confirmed that pyrazine had interacted more strongly with
Fe than with noble metals.

The corrosion inhibition of Fe by benzotriazole (BTAH) was studied in NaCl and H2SO4
solutions [95]. Electrochemical tests showed BTAH to be an effective anodic inhibitor
in neutral NaCl solution, and a weaker mixed inhibitor in H2SO4 solution. In acid solu-
tion, bands for N–H in-plane bending and sulfate were detected which suggested that, at
potentials positive to the PZC, sulfate ions were adsorbed. At the PZC, neutral BTAH was
adsorbed and sulfate was coadsorbed with a protonated form (BTAH2

+), while at potentials
negative to the PZC, BTAH2

+ was physisorbed (see Figure 8.6a–c). In neutral solution, the
presence of a Fe(II)-BTA film was proposed. In a further study [96], the inhibition efficiency
of BTAH was found to decrease in the order Cu > Fe > Ni. At sufficiently positive potentials,
Cu and Fe were coated by [Cu(I)BTA]n and [Fe(II)BTA2]n, respectively; at a more negative
potential, BTAH was adsorbed. Similar conclusions were reached for Ni [97].

Roughening procedures based on oxidation/reduction cycles followed by the exhaustive
reduction of ZnO, in neutral NaClO4 solutions, were used to obtain spectra of pyridine
adsorbed onto solid Zn in a narrow potential window [98]. At more positive potentials,
the pyridine response disappeared and ZnO was detected. Yang et al. [99] found that the
thiolate form of 2-mercaptobenzothiazole was adsorbed on Zn through both of its S atoms,
and moved from a quasi-flat to a quasi-perpendicular orientation as the potential was taken
negative.

These few examples show that SERS has become a versatile technique for the study of
corrosion inhibition of those technologically important metals which were once considered
SERS-inactive. However, the recording of high-quality SERS spectra requires the use of
roughening procedures that can cause profound modifications of surface morphology.

8.8 Lithium Batteries

With their high energy and power density, lithium batteries have attracted wide research
interest and have been used to power various portable consumer electronic devices, electric
vehicles, and implantable medical applications. It is well known that the electrochemi-
cal properties of lithium batteries (e.g., specific capacity, reversibility, cycling behavior)
are heavily dependent on the changes of structures and composition of the electrodes,
electrolyte, and solid–electrolyte interphase (SEI) during the charge–discharge process.
Therefore, Raman spectroscopy is appropriate to understanding such changes as it allows
the sensitive detection of structural variations at the atomic level. Indeed, unique molecular
and crystalline information is then accessible [100].

The SEI is an inhomogeneous film which is composed of various reduction products and
results from the chemical reaction between lithium and an electrolyte solution. The SEI
plays the key role in lithium ion insertion–deinsertion and the electrochemical processes at
the interface. However, Raman spectroscopy is rarely employed to investigate SEI layers
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Figure 8.6 Schematic of adsorption mode of benzotriazole on an iron electrode in sulfuric
acid at potentials. (a) Positive to potential of zero charge (PZC); (b) PZC; (c) Negative to
PZC; (d) Normal Raman spectrum of the Fe(II)–BTA complex and potential-dependent surface
Raman spectra of BTAH on an iron electrode in saline water.

as they are usually very thin and their normal Raman scattering is too weak to be detected.
Because of its high sensitivity to surface structures, SERS can serve as a powerful tool to
study the interfacial phenomena in lithium ion batteries and to understand the mechanism
of formation of the SEI film at its early stages [101–107].

Silver, which is one of the best SERS-active substrates, can be used as the positive
electrode anode for lithium batteries since, when the battery is discharged, it is converted to
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a LiAg alloy. When in contact with the electrolyte, it forms an SEI that would be expected to
have a composition and structure similar to that formed at a lithium negative electrode during
battery operation. When Li et al. [101–103] discharged a Li/Ag cell with electrolytes of
both ethylcarbonate/diethylcarbonate and propylene carbonate/diethylcarbonate containing
lithium salts, they obtained SERS spectra from the surface of the Ag positive electrode after
washing off the electrolyte and mounting in a vacuum cell. The intercalation of lithium into
the silver lattice alters the surface morphology of the Ag electrode, making it SERS-active.
An analysis of the spectra suggested that, in dry conditions, the SEI layer was mainly
composed of alkyl carbonates, ROCO2Li (R = alkyl groups) and amorphous Li2CO3.
However, the ROCO2Li disappeared such that LiOH⋅H2O and Li2CO3 became the main
components of the SEI layer when a trace of water was present in the electrolyte or the
atmosphere.

Recently, Schmitz et al. [107] investigated the SEI film on a copper electrode after
lithium plating in ethylcarbonate/diethylcarbonate. By using a specially designed in-situ
Raman cell, these authors obtained the enhanced Raman signal of lithium carbonate,
Li2CO3, and lithium acetylide, Li2C2, which were identified as SEI components, on the
electrically roughened lithium-covered copper electrode. The Raman mapping images,
based respectively on the bands of Li2CO3 and Li2C2, revealed the Li2CO3 to be distributed
homogeneously over the copper substrate, while the Li2C2 was mainly located on the plated
lithium surface.

Nowadays, the Li-air (O2) battery is attracting a great deal of interest because of its
(theoretical) high energy density [108]. Bruce’s group was the first to define the O2 reduction
process in the Li-O2 battery by in-situ SERS studies on a roughened Au electrode [109].
In this case, lithium superoxide (LiO2) was found to be an intermediate in O2 reduction,
which then disproportionated to the final product, lithium peroxide (Li2O2). In contrast,
the LiO2 is not an intermediate in oxidation; that is, oxidation does not follow the reverse
pathway to reduction. Operation of the rechargeable Li-O2 battery depends critically on the
repeated and highly reversible formation/decomposition of Li2O2 at the positive electrode
upon cycling. SERS provides evidence of Li2O2 formation/decomposition also in improved
Li-O2 batteries, which suffer less capacity loss upon cycling [110, 111].

Although difficulties in studying electrodes for lithium batteries have hindered a wider
application of SERS, time-resolved Raman (or SERS) measurements of the changes of bulk
materials and interfacial composition, the spatial-resolved confocal Raman observation of
inhomogeneous surfaces could be of great interest. See [112] for a recent review.

8.9 Intermediates of Electrocatalysis

The characterization of reaction mechanisms and intermediates of complex chemical reac-
tions forms a central topic in electrochemistry [113–118]. The electrochemical reductive
cleavage of carbon–halogen bonds is an important process in electro-organic synthesis,
waste stream treatment and electron-transfer mechanisms. Benzyl chloride (PhCH2Cl)
reduction in organic solvents has been widely investigated following debate as to whether
the carbon–chlorine bond would be reductively cleaved via a concerted or a nonconcerted
reaction pathway. Recent studies have shown that Pd, Cu – and especially Ag – cathodes
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Figure 8.7 The reduction of benzyl chloride at a silver electrode. (a) Cyclic voltammogram;
(b) SERS spectra as a function of potential.

possess unexpectedly high electrocatalytic activity towards these reactions. Since voltam-
metry is insufficient to identify reaction intermediates and unravel the exact origin of the
strong catalysis by Ag, Tian and Amatore performed an in-situ SERS-DFT study on the elec-
trochemical reduction of PhCH2Cl at the Ag electrode in acetonitrile, exploiting for the first
time the potential of EC-SERS in the identification of transient reaction intermediates at the
electrode surface [119]. Figure 8.7a shows the cyclic voltammograms of PhCH2Cl, which
exhibit a single irreversible reduction peak at the Ag electrode. These voltammograms dis-
close little regarding the reduction mechanism, although the peak potential is substantially
positive to that at vitreous carbon, confirming that Ag is an electrocatalyst for the reaction.
SERS spectra were recorded at potentials from –0.6 to –2.2 V, and suggested three regions
within this range (Figure 8.7b). At potentials from –0.6 to –1.2 V, where the voltammogram
shows little current, the spectral features resembled those of soluble PhCH2Cl, indicating
a weak interaction between benzyl chloride and silver. When the potential was scanned to
–1.2 V, the spectra were changed dramatically and the peaks reached a maximum intensity
at –1.4 V, suggesting the formation of a new surface species. At even more negative poten-
tials, spectra with other new features grew gradually and reached a maximum at –1.8 V, the
peak potential observed in the voltammogram. These features are most likely due to the final
reaction product(s), which then decay because of desorption at more negative potentials.
Further insight was achieved by coupling DFT evaluations with SERS [120], allowing a pre-
cise description of the main mechanistic features leading to the exceptional electrocatalytic
properties of silver cathodes. First, the DFT simulation suggested that the SERS spectra
at –1.2 V to –1.4 V had most likely originated from the combined adsorption of benzyl
radical and benzyl anion, as the reaction intermediates. The final products – assumed to be
mostly toluene, 1, 4-diphenylethane and 3-phenylpropanenitrile – then contributed to the
overall spectra at –1.8 V. The results of this study highlighted the need to combine cyclic
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voltammography and EC-SERS methods with DFT and thermodynamic calculations, in
order to clarify interfacial structures and complex mechanisms. Clearly, this is a future
direction for EC-SERS.

Acknowledgments

Whenever work from the Chinese groups is mentioned in this chapter, it is the great
contribution of the self-motivated and hard-working students of Xiamen University.

References

(1) Fleischmann, M., Hendra, P.J. and McQuillan, A.J. (1974) Raman spectra of pyridine adsorbed
at a silver electrode. Chemical Physics Letters, 26, 163–166.

(2) Albrecht, M.G. and Creighton, J.A. (1977) Anomalously intense Raman spectra of pyridine at
a silver electrode. Journal of the American Chemical Society, 99, 5215–5217.

(3) Jeanmaire, D.L. and Van Duyne, R.P. (1977) Surface Raman spectroelectrochemistry: part
I. Heterocyclic, aromatic, and aliphatic amines adsorbed on the anodized silver electrode.
Journal of Electroanalytical Chemistry, 84, 1–20.

(4) Paul, R.L., McQuillan, A.J., Hendra, P.J. and Fleischmann, M. (1975) Laser Raman spec-
troscopy at the surface of a copper electrode. Journal of Electroanalytical Chemistry, 66,
248–249.

(5) Fleischmann, M., Hendra, P.J., Hill, I.R. and Pemble, M.E. (1981) Enhanced Raman spec-
tra from species formed by the coadsorption of halide ions and water molecules on silver
electrodes. Journal of Electroanalytical Chemistry, 117, 243–255.

(6) Fleischmann, M., Hill, I.R. and Pemble, M.E. (1982) Surface-enhanced Raman spectroscopy
of 12CN− and 13CN− adsorbed at silver electrodes. Journal of Electroanalytical Chemistry,
136, 361–370.

(7) Fleischmann, M., Graves, P.R., Hill, I.R. and Robinson, J. (1983) Simultaneous Raman spec-
troscopic and differential double-layer capacitance measurements of pyridine adsorbed on
roughened silver electrodes. Chemical Physics Letters, 98, 503–506.

(8) Fleischmann, M., Graves, P.R., Hill, I.R. and Robinson, J. (1983) Raman spectroscopy of
pyridine adsorbed on roughened 𝛽-palladium hydride electrodes. Chemical Physics Letters,
95, 322–324.

(9) Fleischmann, M. and Hill, I.R. (1983) The observation of solvated metal ions in the dou-
ble layer region at silver electrodes using surface enhanced Raman scattering. Journal of
Electroanalytical Chemistry, 146, 367–376.

(10) Fleischmann, M., Hill, I.R. and Sundholm, G. (1983) A Raman spectroscopic study of thiourea
adsorbed on silver and copper electrodes. Journal of Electroanalytical Chemistry, 157, 359–
368.

(11) Fleischmann, M. and Hill, I.R. (1983) Surface-enhanced Raman scattering from silver elec-
trodes: formation and photolysis of chemisorbed pyridine species. Journal of Electroanalytical
Chemistry, 146, 353–365.

(12) Fleischmann, M., Graves, P.R. and Robinson, J. (1985) Enhanced and normal Raman scattering
from pyridine adsorbed on rough and smooth silver electrodes. Journal of Electroanalytical
Chemistry, 182, 73–85.

(13) Fleischmann, M., Sundholm, G. and Tian, Z.Q. (1986) An SERS study of silver electrodepo-
sition from thiourea and cyanide containing solutions. Electrochimica Acta, 31, 907–916.

(14) Tian, Z.Q., Lian, Y.Z. and Fleischmann, M. (1990) In-situ Raman spectroscopic studies on
coadsorption of thiourea with anions at silver electrodes. Electrochimica Acta, 35, 879–
883.



Applications of Electrochemical Surface-Enhanced Raman Spectroscopy (EC-SERS) 157

(15) Pettinger, B., Philpott, M.R. and Gordon, J.G. (1981) Contribution of specifically adsorbed
ions, water, and impurities to the surface-enhanced Raman spectroscopy (SERS) of Ag elec-
trodes. The Journal of Physical Chemistry, 74, 934–940.

(16) Fleischmann, M., Tian, Z.Q. and Li, L.J. (1987) Raman spectroscopy of adsorbates on thin
film electrodes deposited on silver substrates. Journal of Electroanalytical Chemistry, 217,
397–410.

(17) Fleischmann, M., Hill, I.R., Mengoli, G. and Musiani, M.M. (1983) A Raman spectroscopic
investigation of the electropolymerization of phenol on silver electrodes. Electrochimica Acta,
28, 1545–1553.

(18) Mengoli, G., Musiani, M.M., Pelli, B. et al. (1983) The effect of triton on the electropolymer-
ization of phenol; an investigation of the adhesion of coatings using surface-enhanced Raman
scattering (SERS). Electrochimica Acta, 28, 1733–1740.

(19) Kester, J.J., Furtak, T.E. and Bevolo, A.J. (1982) Surface-enhanced Raman scattering in
corrosion science: benzotriazole on copper. Journal of The Electrochemical Society, 129,
1716–1719.

(20) Rubim, J., Gutz, I.G.R., Sala, O. and Orville-Thomas, W.J. (1983) Surface-enhanced Raman
spectra of benzotriazole adsorbed on a copper electrode. Journal of Molecular Structure, 100,
571–583.

(21) Fleischmann, M., Hill, I.R., Mengoli, G. et al. (1985) A comparative study of the efficiency
of some organic inhibitors for the corrosion of copper in aqueous chloride media using elec-
trochemical and surface-enhanced Raman scattering techniques. Electrochimica Acta, 30,
879–888.

(22) Fleischmann, M., Mengoli, G., Musiani, M.M. and Pagura, C. (1985) An electrochemical and
Raman spectroscopic investigation of synergetic effects in the corrosion inhibition of copper.
Electrochimica Acta, 30, 1591–1602.

(23) Musiani, M.M., Mengoli, G., Fleischmann, M. and Lowry, R.B. (1987) An electrochemical
and SERS investigation of the influence of pH on the effectiveness of some corrosion inhibitors
of copper. Journal of Electroanalytical Chemistry, 217, 187–202.

(24) Sockalingum, D., Fleischmann, M. and Musiani, M.M. (1991) Near-infrared Fourier trans-
form surface-enhanced Raman scattering of azole copper corrosion inhibitors in aque-
ous chloride media. Spectrochimica Acta Part A: Molecular and Biomolecular, 47, 1475–
1485.

(25) Mengoli, G., Musiani, M.M., Fleischman, M. et al. (1987) Enhanced Raman scattering from
iron electrodes. Electrochimica Acta, 32, 1239–1245.

(26) Aramaki, K. and Uehara, J. (1989) A SERS study on adsorption of some organic compounds
on iron. Journal of The Electrochemical Society, 136, 1299–1303.
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In-Situ Scanning Probe Microscopies:

Imaging and Beyond
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Xiamen University, State Key Laboratory of Physical Chemistry of Solid Surfaces, China

One of the most important tasks of modern electrochemistry is to develop microscopic
pictures of solid–liquid interfaces and thus to provide a basis for the detailed understanding
of electrochemical processes. To fulfill this task, the development of surface-specific and
structure-sensitive in-situ methods to characterize electrochemical interfacial processes is
indispensable. As early as 1970, Professor Martin Fleischmann was one of the pioneers in
exploring in-situ methods that included surface-enhanced Raman spectroscopy [1], surface
X-ray diffraction [2] and nuclear magnetic resonance [3] to characterize electrochemical
interfaces. Nowadays, nontraditional electrochemical methods that include spectroscopic
and microscopic as well as diffraction techniques have been extensively applied, and this
has promoted an understanding of electrochemical interfaces at both atomic and molecular
levels.

Scanning probe microscopy (SPM) incorporates a family of microscopic techniques that
utilize small probes which are located closely above a surface and are scanned across
the surface to image the physical and chemical properties of the surface by detecting
local tunneling currents, weak forces, light or electrochemical current as a function of
x-y position. The most important members of the SPM family are scanning tunneling
microscopy (STM) and atomic force microscopy (AFM), both of which allow surface
imaging and manipulation down to atomic scale resolution. STM was introduced in 1981
by Binnig and Rorher [4], who were awarded the Nobel Prize in Physics in 1986. Based on
localized tunneling current detection, STM has an extremely high spatial resolution of 0.1
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and 0.01 nm in lateral and vertical directions, respectively, providing real space structural
arrangement and electronic properties of the surface atoms of conducting substrates. AFM
was first described in 1986 and can operate with insulating as well as conducting substrate
surfaces [5]. More importantly, because of their flexibility to working environments, STM
and AFM have become indispensable tools in fields ranging from surface science, materials
science, life sciences to nanoscience. In particular, the features that STM and AFM can be
used to characterize surfaces immersed in electrolytes have led to the emergence of in-situ
means for direct observations of electrochemical interfacial processes [6–10], which are
of profound significance in surface electrochemistry. By making use of the precise probe
positioning ability and various probe–surface interactions, STM and AFM are used in
electrochemistry beyond the scope of imaging [11–13]. The facile potential control of not
only the surface but also the probe in electrochemical environments facilitates tip-assisted
local surface processes, providing opportunities for new and far-reaching interdisciplinary
researches within nanoelectrochemistry.

In this chapter, attention is focused on in-situ STM and AFM, and recent advances of
in-situ SPM in surface electrochemistry and nanoelectrochemistry are introduced, with
applications that include surface characterization, nanostructuring, and molecular electron-
ics. First, a brief discussion of the principles and features of STM and AFM is provided,
and this is followed by some selected examples of the capabilities of both techniques in the
study of surface and nanoelectrochemistry, mostly acquired in recent studies conducted by
the present author’s group. Emphasis is placed on the roles of in-situ STM and AFM from
a methodological point of view. Finally, the prospects for the further development of in-situ
SPM are reviewed.

9.1 Principle of In-Situ STM and In-Situ AFM

9.1.1 Principle of In-Situ STM

According to quantum tunneling theory, when two conductors are brought sufficiently close
to each other, the electron wavefunctions near the Fermi energy (EF) of the two conductors
overlap to a certain degree in the energy barrier region. If a bias voltage Vb is applied
between the two conductors, as shown in Figure 9.1a, electrons will tunnel continuously
through the barrier from the lower electrode to the upper electrode, forming a detectable
flow of current that is proportional to the inverse exponential of the distance between the
two conductors. The invention of STM was based on making one of the conductors – that
is, the top one in Figure 9.1a – a probe with an atomically sharp tip apex, and located
above the surface of the other conductor (sample) within a close enough separation [14].
The approximated expression of tunneling current between the tip and surface is given by
Bardeen’s perturbation theory [15]:

It ≈ Vb𝜌s(0, EF) exp(−2𝜅s) (9.1)

where 𝜌s(0,EF) refers to the local density of state (LDOS) near EF of the sample surface,
𝜅 = (2m𝜑0)1/2/h̄ is known as decay constant (or 1/𝜅 = decay length), where m and h̄ are the
electron mass and normalized Plank constant, respectively, 𝜑0 is the effective tunnel barrier
between the sample and tip (often approximated by the averaged value of the work functions
of the two conductors), and s is the tip–sample distance. It can be seen from Equation (9.1)
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(a) (b)

Figure 9.1 Schematic illustrations of the working principle of (a) scanning tunneling
microscopy (STM) and (b) atomic force microscopy (AFM).

that the tunneling current It is proportional to the inverse exponential of the tip–surface
distance, s. Assuming an effective tunnel barrier 𝜑0 = 4 eV, which gives 1/𝜅∼ 0.1 nm,
It would increase by almost one order of magnitude upon a decrease of s by 0.1 nm at a
specified position of the surface where 𝜌s(0,EF) is fixed. When the tip is scanned laterally
relative to the surface, It varies depending primarily on the tip–sample distance, generating
an image of tunneling current that can, with care, be converted to surface topography. In
other words, very small variation of the tip–sample distance would lead to a large tunneling
current variation, and it is this exponential relationship that forms the basis of the atomic
resolution imaging ability of STM. In practice, however, an atomically flat single-crystalline
surface is also necessary to achieve atomic resolution.

The tunneling current is also proportional to the exponential of 𝜑0
1/2, and linearly

proportional to 𝜌s(0,EF). As the tip is scanned laterally over the surface, the variation of
tunneling current is actually a combined contribution of surface morphology and electronic
properties. It should be recognized that the bias voltage and the tunneling current should
be kept low so as not to induce processes other than tunneling. Care must be taken to
distinguish the origins of features of an STM images. Several cases are worthy of mention:

(i) For metals, the surface distribution of the local density of states is usually consistent
with the location of surface atoms, and the interpretation of atomic resolution STM
images of pure metals is relatively straightforward;

(ii) For semiconductors, the directional covalent bonds between surface atoms contribute
to the distribution of surface local density of states, resulting in more complicated
STM images. In this case, the distribution of surface atoms is not exactly equivalent
to the distribution of the local density of states. The interpretation of STM images
of semiconductors should be based on the analysis and understanding of the surface
electronic properties in order to separate spatial from electronic features;

(iii) For surfaces with adsorbed molecules, it is generally accepted that the tunneling
through molecules may be classified into “through-space,” “through-bond” as well
as resonant mechanisms [16]. For weakly adsorbed molecules, the electrons tunnel
“through-space”, and the frontier orbital of the molecules serve as the antennas which
can feel the path of tunneling electrons and are thus imaged by STM. For strongly
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adsorbed molecules, factors such as surface state, bias and tunneling current can pro-
mote “through-bond” tunneling with an enhanced tunneling probability of certain
specific groups of the molecules so that STM images do not necessarily reflect the
original molecular structural characteristics. Coadsorption of molecules places even
more complexity on the interpretation as one of the components or all of the com-
ponents may contribute to the STM image. For redox molecules whose equilibrium
potential is reachable within the Fermi level of the tip or surface electrode, resonant
tunneling can occur when the Fermi level of the electrode is in alignment with the
HOMO or LOMO state of the redox species.

In order for STM to work with electrochemical interfaces, the instrument is equipped
with a bipotentiostat for independent potential control of both the tip and surface with
respect to a chosen reference electrode in a four-electrode cell, so that both electrodes are
under well-defined electrochemical conditions. Furthermore, since Faradaic current could
also flow through the tip electrode, this would be superimposed on the tunneling current and
interfere severely with the detection of tunneling current, and even destabilize the geometry
of the tip apex. It is therefore essential to insulate the side wall of the metallic tip electrode
to suppress the Faradaic current while leaving a small tip apex for tunneling [7, 8].

9.1.2 Principle of In-Situ AFM

AFM functions with a fine cantilever below which there is an apex with a sharp tip above
the surface of interest so that weak forces (10−11to 10−6 N) are exerted to the tip. As shown
in Figure 9.1b, the cantilever is bent away from the surface under study, and this leads to the
deflection of a reflected laser beam at the back of the cantilever. The deflection can be read
out and converted to force via the spring constant of the cantilever. The force can range from
long-range magnetic and electrostatic forces to short-range van de Waal’s attractive forces
and contact repulsive forces. A cantilever with an appropriate spring constant is necessary
to match the different force ranges of interest. The short-range forces are measured and
mapped laterally to yield AFM images of topography or friction of the surface, while
the long-range forces can be probed as a function of tip–sample distance to yield so-
called “force curves.” There are basically two types of operating mode for AFM imaging:
constant force and constant height mode. When scanning the probe laterally across a rigid
surface in the contact mode under constant force, the tip will always follows the contour
of the surface under the presence of repulsive force, so that the surface topography is
imaged [14].

AFM relies on the detection of force, not current, and therefore the substrate does not
need to be conductive. AFM can also work with an electrochemical interface [6, 17–21].
As force measurements are insensitive to the current flow at the substrate surface, AFM can
be used to study electrochemical processes accompanied by faradaic currents. However,
gas evolution at the surface should be avoided as bubbles interfere with the light path of
the laser beam.

It should be noted that the force measured in AFM is proportional to the inverse of
the tip–sample distance to the power of n. This is less sensitive than the exponential
variation of tunneling current as a function of tip–sample distance in STM. In addition,
due to the restricted sharpness of the tip apex of an AFM probe (presently, the finest
commercial probes have a radius ∼10 nm), the convolution effect of the tip shape may be
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obvious – that is, the surface characteristic features may be influenced by the tip shape.
This limits the imaging resolution for surfaces that do not have periodicity at the atomic
scale and has restricted AFM applications for atomic resolution investigations of surface
structures. However, AFM force curves are well-suited to investigations of the electric
double layer [22–25].

9.2 In-Situ STM Characterization of Surface Electrochemical Processes

9.2.1 In-Situ STM Study of Electrode–Aqueous Solution Interfaces

A great number of in-situ STM studies have been carried out in aqueous solutions relating
to topics that include potential-induced surface reconstruction [9, 23–26], ionic adsorption
[27–30], molecular adsorption [31–33] and metal electrodeposition [34–38] on a variety of
metal single-crystal substrates, including coinage metals (Au, Ag, Cu) and precious metals
(Pt, Ru, Rh and Ir). Among the substrates, Au(111) and Au(100) single-crystal surfaces are
most frequently employed because they are relatively inert and easy to prepare and pretreat
yet are rich in structural-sensitive surface processes. The potential-induced reconstruction
of Au(111)-(

√
3 × 22) and Au(100)-hex and the lifting of the reconstructions have been

extensively studied [9]. It was found that reconstructions are promoted at negatively charged
surfaces at a more negative potential, while lifting of the reconstruction is promoted by
anion adsorption towards more positive potentials. The shift of potential of zero charge
of reconstructed and unreconstructed Au surfaces has been found to be responsible for
the charging current observed on the cyclic voltammograms [9]. These reconstructed and
unreconstructed Au single-crystal surfaces provide a playground for ionic and molecular
adsorption and electrodeposition of metals and semiconductors. In sulfuric acid solution,
adsorption of SO4

2− anions on Au(111)-(1 × 1) leads to a disordered–ordered structural
transition upon positive potential excursion, resulting in the formation of an Au(111)-
(
√

3 ×
√

7) lattice structure [9, 27]. The Cu underpotential deposition (UPD) on Au(111)
in sulfuric acid solution [39] is a classic example showing coadsorption of SO4

2− anions
with the Cu UPD submonolayer. The adsorption of SO4

2- on top of the interstices of the
Cu honeycomb structure gives an apparent (

√
3 ×

√
3) lattice structure, but this structure

had been misleadingly attributed to Cu UPD structure. This shows that care must be taken
when interpreting STM images [16, 39], and independent experiments should be designed
and performed in order to clarify ambiguities.

The in-situ STM characterization of electrochemical interfaces in aqueous solutions
has provided invaluable information for elucidating potential-dependent surface structural
details at atomic or submolecular resolution. The above-mentioned studies represent only
a few examples of the technique and several reviews of in-situ STM studies of the electro-
chemical interface in aqueous solutions provide further information [6, 8, 9, 24, 27, 30, 34].

9.2.2 In-Situ STM Study of Electrode–Ionic Liquid Interface

Room temperature ionic liquids (RTILs) are compounds that are composed of organic
cations and multiatom anions in the liquid state near or below room temperature. They are
well suited as solvents for electrochemistry [40] as they have wide electrochemical win-
dows, good thermal stability, and low vapor pressure. Notably, RTILs provide opportunities
for investigating electrode processes that take place outside the potential range limited by
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water electrolysis and with improved safety and performance. However, electrochemical
interfaces in ionic liquids are rather complicated because of the involvement of strong
and multinatured interactions between the highly concentrated, large solvent ions and the
electrode surface. Currently, the understanding of such interfaces is still in its infancy, and
issues such as double-layer structures and various ion–ion and ion–electrode interactions
require adequate experimental and theoretical investigations.

Although the low vapor pressure of ionic liquids is advantageous for in-situ STM char-
acterization in these media, to obtain STM images with a high resolution in ionic liquids is
more challenging than in aqueous solutions, because of the intrinsically high viscosity and
consequent large tunneling barrier of ionic liquids. The tunneling currents decrease so that
shorter tip–sample distance is required to maintain a given current, while mechanical vibra-
tion introduced by the glovebox or similar equipment pose additional difficulties. There
are also favorable aspects for in-situ STM measurements in ionic liquids, for example,
tip-insulation is a less crucial step in ionic liquids than in aqueous solutions because of the
lower leakage currents.

Among a spectrum of cations and anions that have been documented to form ionic liquids,
imidazolium-based ionic liquids are of particular interest because the imidazolium cations
have localized positive charges at the ring and neutral hydrophobic tails of variable length
as the alkyl side chain is changed, and they are therefore suitable for fundamental investi-
gations by in-situ STM [10, 41–44]. Figure 9.2 shows potential-dependent STM images of
Au(100) surfaces in neat 1-butyl-3-methylimidazolium tetrafluoroborate (BMIBF4). Upon a
positive potential excursion, the BF4

− anions are adsorbed at around −0.05 V in an ordered(
3 −1

−1 3

)
structure. This is followed by the observation of a clear atomic-resolution

STM image of bare Au(100)-(1 × 1) at −0.5 V. The fourfold square lattice of the Au(100)
surface is clearly identified from the images, with periodicities close to the inter-atomic
distance of the corresponding surface. The adsorption of BMI+ cations successively forms
disordered and then ordered micelle-like structures at potentials negative of −0.7 V [42].
The potential region where the adsorption of anions and cations are observed are just at the
two sides of the potential of capacitance maxima in a differential capacitance curve for the
system, providing an experimental basis to validate theoretical prediction that potential of
zero charge (PZC) is located close to the maxima [45].

The disordered adsorption of BMI+ cations causes etching of the surface due to effective
interaction of the cations with the surface. As the adsorption coverage increases upon
a negative potential excursion, the cations can form an ordered adlayer structure in the
form of double rows; these are referred to as a micelle-like structure (Figure 9.2d). Once a
stable micelle-like structure has been achieved, the surface etching is relieved because of the
constraint of the BMI+ molecules by the intermolecular interaction in the ordered adsorption
structure [42, 43]. At potentials more negative than −1.25 V, the surface reconstruction
of Au(100)-hex is promoted. The reconstruction involves an accumulation of 24% of
the surface Au atoms in a form of sixfold, hexagonal arrangement. The crystallographic
mismatches of the topmost surface structure with the corresponding second topmost surface
structure create the unique corrugations seen in the STM images, with orthogonal features
along the two characteristic directions of Au(100) [42, 43]. Similar surface processes of
Au(111) surface in BMI+-based ionic liquids have also been observed, which show a distinct
feature of worm-like adsorption structure of BMI+ and Au(111)-(

√
2 × 22) reconstruction
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Figure 9.2 In-situ STM images of Au(100) in BMIBF4, showing potential-dependent surface
processes. Scan areas: (a) 5 × 5 nm2; (b) 4 × 4 nm2; (c) 100 × 100 nm2; (d) 60 × 60 nm2;
(e) 150 × 150 nm2. A Pt wire was used as the quasi-reference electrode.

[41, 43]. The observed features of Au(100)-hex and Au(111)-(
√

2 × 22) reconstruction are
in full agreement with those observed in aqueous solutions [9, 23, 24].

Ionic liquids have unusual bulk and interfacial properties that are brought about by
the intrinsic strong interactions between the highly concentrated solvent ions and their
interaction with the surface. These properties make ionic liquids a new type of medium for
investigations of electrode processes, including those that can occur within the electrochem-
ical window of aqueous solutions. The adsorption of neutral inorganic molecules SbCl3
and BiCl3 [46–48], and the electrodeposition of ferromagnetic metals (Fe, Co) [49, 50]
and Ge [51], have been investigated systematically using in-situ STM. Sb(III)/Bi(III) from
SbCl3/BiCl3 are prone to hydrolysis in aqueous solutions to form the oxygen-containing
species, SbO+/BiO+, which then are irreversibly adsorbed at the metal surfaces. However,
such hydrolysis of metal precursors is largely suppressed in ionic liquids and SbCl3/BiCl3
remains in covalent form. The molecule–surface interaction between SbCl3/BiCl3 and



170 Developments in Electrochemistry

Figure 9.3 Ordered arrays of supramolecular structures of SbCl3 at 0 V (a) and BiCl3 at
−0.30 V (b) on Au(111) in the BMIBF4 ionic liquid. Scan size: 10 nm × 10 nm. Potentials
are versus a Pt quasi-reference electrode.

Au(111) is created by a potential-dependent partial charge transfer from the Au to the
d empty orbital of SbCl3/BiCl3; this results in the molecular adsorption of SbCl3/BiCl3
as unique supramolecular 3- and 6-/7-member clusters in a lattice structure of Au(100)-
(
√

31 ×
√

31)R8.9◦ in the case of SbCl3, and Au(100)-(10 × 10) in the case of BiCl3, as
shown in Figure 9.3 [47]. However, such supramolecular structures are destroyed as the
ionic strength is increased by the addition of NaClO4 up to 6 M. Such behavior results
from the delicate balance of various interactions at the electrified electrode–ionic liquid
interfaces.

The electrodeposition of ferromagnetic metals in ionic liquids also exhibits a dramat-
ically different behavior compared to that in aqueous solutions. By using FeCl3 as the
precursor, in-situ STM results have shown that Fe is deposited with the formation of shape-
ordered structures, namely pseudo-rods on Au(111) and pseudo-square rings on Au(100)
[49]. These interesting structures are explained as results of magnetostatic interactions
under crystallographic constraints. The roles of ionic adsorption of the ionic liquid at the
electrode surface and the Fe grains, as well as the local enrichment of magnetic reactant,
cannot be underestimated. On the other hand, Co electrodeposition from an ionic liquid is
influenced by the cobalt source in the ionic liquid electrolyte [50]. On the reconstructed
Au(111) surface, when using CoCl2 in BMIBF4, Co nucleates preferentially at structure
imperfections of the Au(111)-(

√
2 × 22) reconstruction at a surprisingly negative poten-

tial (−2.05 V versus Pt). However, when using Co(BF4)2 as the precursor in BMIBF4, Co
deposition takes place at a much less negative potential and proceeds in a three-dimensional
progressive nucleation and growth mode, without preference in nucleation sites.

9.3 In-Situ AFM Probing of Electric Double Layer

Electrochemical interfaces are charged interfaces. In isotropic media such as aqueous
solutions, a metal–electrolyte interface has charge and potential distribution mainly across
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the diffuse electric double layer on the solution side. The associated electrostatic forces
can be detected using a conductive AFM probe. Early in-situ AFM measurements of
electrostatic forces in aqueous solutions relied on the use of a negatively charged silica
sphere (10–20 μm in diameter) attached to the cantilever of an AFM probe [52, 53]. In
studies performed by Bard and coworkers [53], a set of potential-dependent long-range
electrostatic forces curves were measured. The large tip area and well-defined tip geometry
of the silica sphere allows direct comparisons to be made with Derjaguin–Landau–Verwey–
Overbeek (DLVO) theory, which is necessary to calibrate the surface potential of the silica
and to treat the force curves. Charge and potential distribution within the diffuse layer of
the electric double layer is obtained, and this is compared to those calculated from the
Poisson–Boltzmann equation suitable for the Gouy–Chapman–Stern (GCS) model of the
double layer. Surprisingly, it was found that the effective charge determined from the AFM
force curves was smaller than that injected electrochemically. The authors suggested that
classical GCS theory would be inadequate to describe the diffuse electrical double layer,
and that ion correlation and ion condensation effects might need to be considered to account
for the reduced surface charge.

AFM force measurement is also an important means for investigating the electric double
layers of electrode–ionic liquid interfaces. Ionic liquid molecules are asymmetric in struc-
ture with alkyl side chains on the cations, making them an anisotropic media. In the past,
there has been a general consensus that ionic liquids form a layered structure near solid
surfaces [22, 54, 55], with the layering being caused by van de Waals molecular interactions
among the hydrophobic alkyl side chains, balanced by the molecule–surface interaction. A
layered structure can resist an external increasing pressing force until a threshold force value
is reached. Previously, AFM [22, 54] or surface force apparatus (SFA) [55] have been used
to directly probe the layered structures of the interfaces. In the AFM force measurements,
by steadily driving the piezo tube towards a layered structure, the AFM tip attached to the
piezo tube can be brought to compress the layered structure with an increasing force until
the layered is ruptured. This process is accompanied by a continuous bending of the AFM
cantilever when the tip has made contact with the layer, and this is followed by a (partial)
relief of the cantilever bending after rupture of the layered structure. This leaves a transition
of force appearing in the repulsive region of the approach curve. If more than one layered
structure exists at the interface, then an approach force curve with more than one force
transition will be observed, where each transition corresponds to one layered structure.
The number, thickness and rupture forces can be determined from the force curves. Subse-
quently, from the potential-dependency of these values much information is obtained that is
valuable when elucidating the electric double layer at the electrode–ionic liquid interface.

Ionic liquids have a high ionic strength, and therefore the electric double layer at the
metal–ionic liquid interface is rather compact. In addition, the rupture forces of the layered
structure are small (in the range of a few nanonewtons). To probe the weak forces asso-
ciated with the layered structures within the compact region, the micrometer silica sphere
employed in the aqueous solution is no longer applicable. Instead, the use of cantilevers
with nanoscale and usually an atomically rough tip apex, as well as a low spring constant
(on the scale of 0.1 N m−1) are necessary.

In the present author’s group, the electric double layer of Au(111)-BMIPF6 interface and
its dependence on potential has been investigated systematically using in-situ AFM force
curve measurements [22]. Figure 9.4 shows a high-quality AFM force curve measured at
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Figure 9.4 AFM force curve from Au(111)-BMIPF6 interface, showing clear stepwise force
changes at −0.8 V versus Pt quasi-reference electrode. The horizontal axis is the relative reading
of Z-piezo tube displacement.

−0.8 V, a potential which is far more negative than the PZC at −0.08 V. The presence of
four saw-toothed force transitions marked in Figure 9.4 by g–h, e–f, c–d and a–b in the
approach direction are the results of a partial relief of the cantilever bending due to the
sequential rupture of four layered structures under increasing levels of compression force
by the AFM tip. The rupture force of each layered structure may be read directly from
the height of the corresponding force at the transition points, that is, points g, e, c, and
a. The layer thickness can also be calculated, based on the piezo tube travel distance and
the cantilever deflection upon rupture of the layered structure. The similarity in thickness
of the different layers indicates an ordered arrangement of BMIPF6 molecules containing
both cations and anions. The first layer from the surface shows that the largest rupture force
peaked at 11.4 nN, while the second layer had a remarkably reduced force of 3.2 nN. More
importantly, the third and fourth layers had very close force values of 1.8 nN; in other
words, the rupture forces of the two layers are essentially distance-insensitive. Based on
these feature, the four-layered structure can be classified into two groups, namely distance-
sensitive interior layers (i.e., the first and second layers) and distance-insensitive exterior
layers (i.e., the other two layers). When a detailed analysis of the potential-dependency
of the interior and exterior layers was carried out across the PZC, it was found that
the interior layers existed only at potentials away from the PZC and the number of layers
increased as the surface charge increased. On the other hand, the exterior layers existed at all
potentials, including the PZC. In other words, the presence of the exterior layers is potential-
independent, and should be related to the general and intrinsic property of the layering
behavior of the ionic liquid at solid–ionic liquid interfaces. The above results suggest
that the electrode–ionic liquid interface is composed of an electric double-layer region
formed by a charged layered structure, and an electric neutral region formed by neutral
layered structures. No diffuse layer of conventional meaning appeared to be present. For
future investigations of electrode–ionic liquid interfaces by AFM force measurements, tip
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modification, temperature control and a systematic investigation of varying the alkane side
chain length of the imidazolium cations or types of ionic liquids would be highly desirable.
A deeper insight into the structure and property of the electric double layer would also
be possible.

9.4 Electrochemical STM Break-Junction for Surface Nanostructuring
and Nanoelectronics and Molecular Electronics

For STM, if the tip and sample are brought to a distance where tunneling is not the only
mechanism, then various localized processes can occur. By utilizing the precise three-
dimensional tip positioning ability and tip-assisted localized processes, STM has been
extended beyond imaging and has today become a platform for the manipulation, nanos-
tructuring, and construction of nanoscale junctions.

One successful application of STM beyond imaging has been the STM break junction
(STM-BJ) technique [56] and modification thereof [13, 57, 58], which are becoming very
popular experimental platforms for nanoelectronics and molecular electronics [59–61]. In
this technique, Figure 9.5a, a tip (usually Au) is brought into mechanical contact to a defined
depth (crash-to-contact) with a single-crystalline surface of the same material. The tip is then
withdrawn at a suitable rate such that a metal nanoconstruction is formed, elongated, and
eventually broken (break-of-contact). During tip withdrawal, the conductance is recorded
as a function of piezo displacement. The procedure can be repeated many thousands of

(a)

(b)

Figure 9.5 Schematic illustration of working principle of STM-BJ (a) and jump-to-contact-
based nanostructuring and STM-BJ (b). The STM image in (b) is a ring of 48 Fe clusters created
by jump-to-contact-based nanostructuring.
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times to collect statistically large numbers of conductance traces for the construction of a
conductance histogram. In fact, each break of contact process creates a pair of electrodes. If
appropriate molecules are present in the system, there is a probability for a nearby molecule
to “clip” to the pair of electrodes via the anchoring groups at each end of the molecule, so
as to construct a metal–molecule–metal molecular junction.

The STM-BJ technique is reliable, flexible and efficient, and has been widely used for
constructing atomic wires and single-molecule junctions for electron quantum transport
studies. Gold is particularly suitable as the tip material and surface in STM-BJ techniques
because of its good elasticity. A variety of Au–molecule–Au molecular junctions have been
tested, among which saturated n-alkane with varying chain length, polyphenylene-based
𝜋-conjugate molecules [61], as well as redox molecules [13, 57, 62], have been the main
focal points of these investigations. Overall, these studies have led to significant advances
in understanding electron transport through molecules and their dependence on various
factors, including distance and configuration of the molecule, metal–molecule interaction,
and the contact geometry of the anchoring group.

By employing the STM-BJ technique in aqueous solutions, studies have been conducted
by Mao et al. of the single-molecule conductance of 4,4′-bipyridine (BPY), 1,2-di(pyridin-
4-yl)ethene (BPY-EE) and 1,2-di(pyridin-4-yl)ethane (BPY-EA), the latter two molecules
being equivalent to two pyridine rings that sandwich the conjugated ethene group and the
nonconjugated ethane group, respectively [63]. Furthermore, employing STM-BJ in elec-
trochemical environments provides a new dimension to nanomolecular and single-molecule
science by introducing notions such as interfacial charge transfer and electrochemical “gat-
ing.” Additional studies have been conducted, in collaboration with the Amatore research
team in Paris, of the single-molecule conductance of three different redox systems that
have been self-assembled onto Au by using the STM-BJ method, and their electrochemical
heterogeneous rate constants compared with ultrafast voltammetry [64]. The results showed
that fast systems did, indeed, provide a higher conductance, and consequently electronic
coupling factors for both experimental approaches were evaluated based on super-exchange
mechanism theory. The results suggested, rather surprisingly, that coupling was on the same
order of magnitude or even larger in conductance measurements, whereas electron transfer
occurred over larger distances than in transient electrochemistry.

Modifying the tip approach procedure towards the surface can bring a paradigm change
to the tip–sample interaction mechanism. Using the so-called “jump-to-contact process”, a
STM tip-induced nanostructuring technique has been established by Kolb and coworkers
[12] whereby clusters of the smallest achievable size in solution can be created. In this
technique (see Figure 9.5b), a thin film metal is electrodeposited on a tip, while the
substrate surface is maintained at a potential which prevents bulk deposition of the metal.
Under constant current operation mode of STM, and with low settings of proportional and
integrated gains, an external voltage pulse is added to the z-piezo tube to drive the metal-
loaded tip towards the surface until a jump-to-contact process occurs. When a transfer of
the metal atoms from the tip to the surface occurs, a metal nanoconstruction is formed; the
STM feedback circuit then responds to the rising current upon jump-to-contact by reducing
the internal voltage applied to the z-piezo tube. This causes the tip to be withdrawn from
the surface when the nanoconstruction is elongated and finally broken, so as to create
a cluster at the surface. Repeating the above procedure allows the generation of large-
scale arrays or patterns of the metal clusters. One primary requirement for the successful
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creation of metal clusters on the substrate surface is that the cohesive energy of the metal
that has been electrodeposited on the STM tip should be smaller than that of the substrate,
so that atoms can be transferred from the tip to the surface rather than in the reverse
direction. Furthermore, the negative potential limit for the system must be such that solvent
electrolysis does not interfere with the electrodeposition of the metal or semiconductor of
interest. Because of these two constraints, only Cu [12], Ag [65], Cd [66] and Pd [67]
clusters have been created on Au(111) in aqueous solutions.

In order to extend the nanostructuring systems to metals and semiconductors whose
Nernst potentials are more negative than the hydrogen evolution potential, the use of ionic
liquids is necessary. In fact, the cohesive properties of the surface atoms on both the tip-
loaded metal and the substrate surface, as well as various interfacial interactions, may
be modified in ionic liquids due to the adsorption of solvent ions. Hence, the nanostruc-
turing of metals with larger bulk cohesive energies might be possible. The generality of
tip-induced nanostructuring has been demonstrated by the nanostructuring of the reactive
metals/semiconductor Zn [68], Fe [69] and Ge [51], in alkylimidazolium-based ionic liq-
uids. Figure 9.5b (upper right) shows a ring of 48 Fe clusters with a ring diameter of 120 nm
[69], and where the clusters are about 8–10 nm in diameter and 1–1.5 nm in height.

An electrochemically assisted jump-to-contact process has also been applied in the
development of a modified STM-BJ approach by the present author’s group [70]. This
technique has the advantage that it allows the construction of chemically well-defined,
atomic-size contacts, and is possible with both chemically active and/or soft metals. The
metal contacts created in this way have been confirmed as having a well-defined structure,
suitable for studying the mechanical properties of the nanocontacts [62, 71]. As in the
conventional STM-BJ approach, the pair of metal electrodes created after breaking the
contact provides the electrodes to construct metal–molecule–metal molecular junctions.
These improvements have extended the capability of conventional STM-BJ to create a
variety of metal nanocontacts and single-molecule junctions beyond the Au–molecule–Au
junctions.

The electrochemically assisted jump-to-contact based STM-BJ approach has been used
successfully for investigating the electron transport of metals and elemental semiconductors
with widely differing physical and chemical properties, including Ag [62] and Cu [72]
(coinage metals), Pd [62] (transition metal), Fe [71] (ferromagnetic) and Ge [51]; the latter
two systems were measured in an ionic liquid, and such clusters have been shown to have
well-defined structures [62, 71]. As shown in Figure 9.6, novel statistical distributions of
the last-step length from the conductance traces can be observed with up to five for Fe and
three for Cu peaks at integral multiples close to 0.075 nm, a subatomic distance [71]. The
ultrafine structural rearrangement of the contact region is responsible for such a feature, and
most likely one of the {111}-equivalent planes in the contact region, upon tip stretching
with displacement, is glided in the direction from fcc-hollow-site to hcp-hollow-site at
one-third of the regular layer spacing of the bulk metal. The observation can provide a
new understanding of, and promote further efforts for, the experimental investigation of the
mechanical properties of metal nanocontacts.

The conductance of molecular junctions formed with succinic acid using Cu, Ag and Au
as metal electrodes has also been studied systemically using the jump-to-contact STM-BJ
approach, with values of 18.6, 13.2 and 5.6 nS being found for Cu, Ag and Au electrodes,
respectively [73, 74]. The observed decrease in conductance indicates a weakening of
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Figure 9.6 Last-step length histogram of 16 000 conductance curves (from ten sets of 1600
curves) of Fe atomic contacts using Au(111) (blue). Histograms of the ten sets of conductance
curves are also provided in the bottom part. The inset shows a schematic representation of
gliding of atomic planes in the contact region with displacement of atoms from for example,
fcc-hollow-site to the nearest hcp-hollow-site.

electronic coupling efficiency at the electrode–molecule contacts in the order Cu > Ag >
Au, and this should be taken into account when evaluating molecular conductance in the
junctions.

9.5 Outlook

The application of in-situ SPM to electrode–electrolyte interfaces has not only led to
enormous progress in the fundamental investigations of surface electrochemistry and nano-
electrochemistry but has also catalyzed the merging of new interdisciplinary topics with
electrochemistry. Specially designed video STM instrumentation [75, 76] that provides
images at about 20 frames per second, and has been available in some laboratories for sev-
eral years, allows the kinetics of electrochemical processes to be followed with increased
time resolution. However, there remains much room for further developments in the instru-
mentation as well as applications in in-situ SPM.

From a methodological point of view, of particularly interest have been improvements in
the chemical sensitivity of STM and AFM characterization. This is especially desirable for
electrochemists, as electrochemical environments prevent the combined characterization
by other surface techniques, as are frequently used for composition determinations in vac-
uum. Tunneling spectroscopy measurements to obtain I∼V and dI/dV∼V relationships may
provide a certain degree of information regarding the electronic structure of the substrate
surface and adsorbed molecules [77], and the use of ionic liquids of large electrochemical
windows is favorable in this respect. One major enhancement would be to complement
SPM with other spatial, time- and energy-resolved surface in-situ techniques. For exam-
ple, a combination of scanning electrochemical microscopy and atomic force microscopy
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(SECM-AFM) has been developed that enables mapping of the electrochemical proper-
ties of interfaces at high spatial resolution [70]. A more exciting approach would be to
incorporate spectroscopy into an SPM system. Tip-enhanced Raman spectroscopy (TERS)
[78,79], which utilizes the localized surface plasmon resonance from an STM or AFM tip to
enhance the Raman signals of the surface species under the tip, is already available in either
atmospheric or vacuum conditions. Vibrational spectroscopy of spatial resolution down to
a few nanometers has also been demonstrated, and STM or AFM images could perhaps
be interpreted with the support of vibrational spectroscopic information in assigning the
composition and interaction. The successful application of TERS in electrochemistry in the
near future would be highly desirable.

From an applications point of view, the incorporation of light and/or magnetic fields
into the STM-BJ platform has already attracted attention, and both nanoelectronics and
molecular electronics are currently being extended towards molecular optoelectronics
[80] and molecular spintronics [81]. When studying these topics, apart from an appro-
priate electrochemical control, the correlation of electron conduction through the metal
atomic wire and molecular junction with the electrochemical electron transfer may be pro-
foundly significant. Furthermore, both in-situ STM and AFM from and beyond imaging
are expected to be directed towards important practical systems such as electrochemical
energy devices to elucidate key issues in the field. There is no doubt that with the improve-
ment of time resolution, spatial resolution and also energy resolution, the investigation and
understanding of electrochemical interfacial structures and processes will be brought to a
new phase.
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In-Situ Infrared

Spectroelectrochemical Studies of the
Hydrogen Evolution Reaction

Richard J. Nichols
University of Liverpool, Department of Chemistry, UK

Early on, Martin Fleischmann had recognized the need for techniques such as in-situ spec-
troscopies to provide information to supplement that from voltammetry and hence to gain a
more detailed knowledge about the mechanisms of electrode reactions. By the 1970s, tech-
niques such as external reflection in-situ infrared (IR) spectroscopy and surface-enhanced
Raman spectroscopy [1] were providing truly molecular-level views of electrochemical
interfaces and were also inspiring the development of other in-situ spectroscopies. The
mechanism of the hydrogen evolution reaction has long been a challenge and the applica-
tion of IR techniques to the study of this reaction is the subject of this chapter.

10.1 The H+/H2 Couple

The hydrogen evolution reaction (HER) and hydrogen oxidation reaction (HOR) have been
the focus of numerous scientific studies; indeed, they probably represent the most studied
reactions in electrochemistry. The demonstration of the electrolysis of water dates back
to 1800, when the chemist and inventor William Nicholson teamed up with the surgeon
Anthony Carlisle to decompose water into its constituent gases with a voltaic pile [2]. Today,
the HER and HOR have become exemplary reactions for understanding and developing
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methodology in electrochemical kinetics and electrocatalysis. In fact, the Tafel equation
was first published in 1905 in the context of the cathodic HER [3].

Interest in the HER and HOR extends to a range of important technologies that include
H2 oxidation at fuel cell anodes, the electrolytic production of hydrogen, and the role of
adsorbed and absorbed hydrogen in a number of other important technologies, including
electrocatalytic hydrogenations, hydrogen storage metals and alloys, and hydrogen per-
meation membranes for hydrogen separation. Without doubt, there are many reasons for
studying the electrochemical HER and HOR reactions.

At first sight, an uninitiated view of the HER (and HOR) might be that it is “uncompli-
cated” given the apparent “simplicity” of the reactants and products, namely H+ and H2.
But this view could not be further from the truth, with the extensive literature being beset
with speculation, controversy and incongruent opinions. This has been to a large part due to
the historical difficulty in identifying and thoroughly characterizing the reaction intermedi-
ates and mechanisms, even on well-defined platinum single crystals, and also the very fast
reaction kinetics for both the HER and HOR, particularly on Pt in acidic conditions at room
temperature. However, considerable advances have been made during the past 30 years in
electrochemical surface science and these have contributed towards a new comprehension of
the molecular-level details, the mechanism and reaction intermediates, and an understand-
ing of the surface structural sensitivity of these reactions. In this respect, relevant advances
in electrochemical surface science include well-defined platinum single-crystal electrodes,
careful electrokinetic measurements at such surfaces, and in-situ spectroscopic detection
of adsorbed reaction intermediates, the latter of which will be the focus of this chapter.

The HER on platinum proceeds through two, successive, elementary reaction steps; H2
oxidation takes place by the reverse sequence. The first common step in the HER is the
Volmer step, in which a proton is discharged to form adsorbed hydrogen atoms:

H+ + e → Hads (10.1)

This is followed by either the Tafel step (10.2) or the Heyrovsky step (10.3). The
former step involves the combination of two adsorbed hydrogen atoms, while the latter
envisages the combination of a proton in solution, an electron, and adsorbed hydrogen to
give dihydrogen:

2Hads → H2 (10.2)

H+ + e + Hads → H2 (10.3)

The nature of the adsorbed intermediate (Hads) and its impact on the mechanism of hydro-
gen evolution has been a major concern in HER electrocatalysis. Platinum has long been
known to form adsorbed hydrogen [4], and the adsorption of hydrogen holds a particular
significance in the overall development of modern electrochemical surface science.

10.2 Single-Crystal Surfaces

With the development of well-defined single-crystal electrode surfaces, it was seen that
hydrogen adsorption has unique and distinctive features between the three low-index planes
of Pt. Studies conducted during the late 1970s by the groups of Yeager, Hubbard and Ross
involved the preparation of platinum single crystals in ultrahigh-vacuum (UHV), followed
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Figure 10.1 Cyclic voltammograms of flame-cleaned (H2 + Ar atmosphere) (A) Pt(111), (B)
Pt(100) and (C) Pt(110), all in 0.5 M H2SO4 at 50 mV s−1. Reproduced with permission from
Ref. [9], © Société Chemique de France.

by transfer into an electrochemical environment for the cyclic voltammetric analysis of
hydrogen adsorption [5,6]. Later, Clavilier developed a method by which properly oriented
single-crystal beads could be prepared in a flame, followed by rapid quenching in ultrapure
water and transfer to the electrochemical cell for voltammetric analysis [7,8]. This method
for the preparation of single-crystal platinum electrodes alleviates the need for expensive
UHV apparatus, and has been widely adopted by the electrochemical community and has
undoubtedly contributed greatly to the understanding of adsorption processes on platinum
electrode surfaces, and the platinum–electrolyte interface in general. It is clearly apparent
that the voltammetric response differs greatly between the three low-index planes of plat-
inum, as seen in the overlaid voltammograms from Clavilier et al. in Figure 10.1 [8]. These
voltammograms cover the “hydrogen adsorption” region, although there is also charge flow
for anion adsorption. With Pt(111), the hydrogen adsorption peak (from about 0–0.35 V ver-
sus reversible hydrogen electrode; RHE) is mostly separated from the anion adsorption (ca.
0.3–0.45 V). On the other hand, for Pt(100) in 0.5 M aqueous H2SO4 there is a significant
overlap between hydrogen and anion adsorption/desorption. Nevertheless, it is clear that
there is great structural sensitivity to the formation of adsorbed hydrogen on these platinum
single crystals, while the substantial charges involved indicate a high coverage of adsorbed
hydrogen at potentials appreciably positive of the reversible potential for hydrogen gas
evolution. This hydrogen has been referred to as “underpotentially deposited hydrogen”
(HUPD), due to its formation at potentials positive of the Nernst potential for the HER.

This high coverage of adsorbed hydrogen on both single-crystal Pt surfaces and polycrys-
talline Pt prior to the onset of hydrogen evolution is at clear odds with the electrokinetic
data which requires a low coverage at zero current followed by an increasing coverage
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as the hydrogen evolution current increases. This apparent disparity has been discussed
by Schuldiner [9], and indicates that HUPD is not the intermediate in the HER. On the
contrary, the intermediate is another adsorbed species which is formed at very low or
vanishing coverage at significant underpotentials, but then shows increasing coverage at
progressively higher hydrogen evolution overpotentials. This intermediate has been termed
overpotentially deposited hydrogen (HOPD).

10.3 Subtractively Normalized Interfacial Fourier Transform
Infrared Spectroscopy

The direct spectroscopic detection of any form of adsorbed hydrogen at platinum metal
electrode surfaces eluded detection for many years until 1988, when Nichols and Bewick
observed a clear spectroscopic band at ∼2090 cm−1 which was only apparent at potentials
of hydrogen gas evolution [10]. This has been followed by a collection of further studies
by several groups worldwide, continuing up to 2013 [11–17], which have aimed at further
examining this spectroscopic feature for HOPD and its relation to HER and HOR elec-
trokinetics. The original spectra published by Nichols and Bewick in 1988 are shown in
Figure 10.2 [10, 18, 19]. These are potential difference spectra recorded with the so-called
SNIFTIRS (Subtractively Normalised Interfacial Fourier Transform Infrared Spectroscopy)
technique. This FTIR-based in-situ IR spectroscopy method involves recording sets of IR
spectra at two electrode potentials and then subtracting (and normalizing) them to produce
potential difference spectra with upwards-pointing spectroscopic bands corresponding to
species in abundance at one of the potential limits, and downwards-pointing bands corre-
sponding to abundance at the other limit. By using this potential difference method, the tiny
spectral absorbance of adsorbed species can be distinguished from the large spectroscopic
background which includes electrolyte and other absorbance in the path of the optical
beam. The spectra in Figure 10.2 were obtained with the polycrystalline Pt electrode in
aqueous 1 M H2SO4 using a fixed base potential, E1, of +442 mV (RHE) and progressively
varying the second potential, E2, to more negative potentials, first corresponding to HUPD
and then to potentials of hydrogen evolution. No spectral bands were observed in either
the double-layer region or at potentials corresponding to the so-called weakly or strongly
bonded HUPD regions of polycrystalline Pt electrodes. Only when the electrode potential,
E2, was extended into region of hydrogen evolution did the spectral band at ∼2090 cm−1

become apparent, as can be seen in Figure 10.2a. The upwards-pointing band corresponds
to spectral absorbance at E2. Figure 10.2 also shows the cathodic linear sweep voltammo-
gram for polycrystalline platinum with the rapidly rising current for hydrogen evolution
at E < 100 mV (versus RHE). The HER commences at positive potentials under these
conditions, as the working electrode compartment is not saturated with H2 gas at 1 atm,
which simply displaces the E𝜃HER to positive potentials according to the Nernst equation
[20,21]. It is most notable that the rapid rise in band intensity for the spectroscopic band is
concomitant with the rising hydrogen evolution current in the linear sweep voltammogram
(Figure 10.2b). It is also noted that the ∼2090 cm−1 band is seen on rhodium, iridium [10]
and Ir(111) cathodes [22] at potentials of hydrogen evolution.

The correlation between the band intensity for the 2090 cm−1 band and the rate of
hydrogen formation in Figure 10.2b and c is a strong indication that it results from the
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Figure 10.2 (a) SNIFTIR difference spectra from a polycrystalline Pt electrode in 1 M H2SO4
at potentials E2 as marked in the figure, and with a reference potential E1 = +442 mV (versus
RHE); (b) A linear sweep voltammogram over the hydrogen adsorption and hydrogen evolution
region for the same system, showing the historically so-called “strongly bound” hydrogen (Hs),
“weakly bound” hydrogen (Hw) and hydrogen evolution reaction (HER); (c) The potential
dependence of the intensity of the ∼2090 cm−1 absorption band. Reprinted from Ref. [10]
with permission from Elsevier.

HOPD adsorbed hydrogen species, which is a reaction intermediate in the hydrogen evolution
reaction described by Equations (10.1–10.3). However, the nature of the species which gives
rise to the 2090 cm−1 absorption remains unclear. There should be concern that this arises
from adsorbed CO which gives spectroscopic absorption in the ∼2100–1700 cm−1 range,
depending on the surface coordination. The IR band of adsorbed CO can be so intense that
bands can be readily apparent even at levels significantly below 1% coverage. Ultrapure
electrolytes and appropriate degassing were applied, but in addition an electrode potential
program was used to guard against CO accumulation during the spectral accumulation [10].
This involved a positive potential pulse to potentials of CO electro-oxidation which was
applied to the polycrystalline electrode periodically during an interlude between blocks of
spectral accumulation [10]. This is conveniently done using the SNIFTIRS method, which
involves the accumulation of N spectra at E1 followed by a short waiting time, and then
an accumulation of N spectra at E2, this cycle being repeated M times (this results in the
recording of N × M spectra at each potential). The electro-oxidation pulse is simply applied
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Figure 10.3 A SNIFTIR difference spectrum showing the on-top Pt–D vibration for polycrys-
talline Pt. The electrolyte was 1 M H2SO4, E1 = 442 mV and E2 = +12 mV (versus RHE).
Reprinted from Ref. [10] with permission from Elsevier.

in the intermission between blocks. Nevertheless, this alone is not sufficient proof that the
band arises from a Pt–H vibrational mode since, as discussed later, CO2 can be reduced
to CO on Pt at potentials of hydrogen adsorption and evolution on Pt electrodes. Firm
confirmation that the band is indeed a Pt–H vibrational mode was derived from isotopic
substitution experiments [10]. The spectrum in Figure 10.3, recorded in D2O with 1 M
H2SO4, shows a clear band at 1500 cm−1. This represents a factor of 1.39 by which the
2090 cm−1 band is shifted to a lower frequency, which is precisely what is expected for the
isotopic effect and the influence of anharmonicity [10].

Given that this IR band arises from a Pt–H vibration from the isotopic substitution
experiments, can more be deduced about the likely surface coordination? The surface
coordination of this intermediate has been discussed by Nichols and Bewick [10], and
also subsequently by other authors. Infrared bands at around 2120/2060 cm−1 have been
observed in early gas-phase experiments on alumina-supported platinum in a hydrogen
atmosphere [23,24], and have been attributed to hydrogen bound to a single surface platinum
atom (on-top). By contrast, a much lower frequency of ∼1230 cm−1 is exhibited by the
symmetric dipole active vibrational mode of hydrogen atoms in three-coordinate sites on
Pt(111) in UHV [25]. On the other hand, the 2090 cm−1 is also too high in frequency for
hydrogen in a two-coordinate bridging site [16]. Clearly, the 2090 cm−1 absorbance is out
of the range of hydrogen in multifold sites but is congruent with atomic hydrogen bound to
single Pt atoms; hence, Nichols and Bewick attributed the observed peak, and consequently
also HOPD, to on-top hydrogen [10]. As this spectroscopic band correlates qualitatively
with the rate of H2 formation and not with HUPD coverage, the implication is that HUPD
cannot be hydrogen atoms singly coordinated on-top of a surface Pt atom. Although, as
discussed later, this is contrary to the conclusions of other subsequent studies, this finding
is strongly supported by others.
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10.4 Surface-Enhanced Raman Spectroscopy

The vibrational band near 2090 cm−1 was later confirmed with Raman spectroscopy at the
polycrystalline Pt electrode, as seen in Figure 10.4 [26–29]. High-quality Raman spectra
could be obtained at platinum by using a sensitive confocal Raman spectrometer and
appropriately roughened electrode surfaces. As for the SNIFTIRS measurements, the ca.
2090 cm−1 band was detected only in the electrode potential regions near and within
hydrogen evolution. Indeed, the rise in the band does not correlate with the rise of the
voltammetric peaks for either strongly bound or weakly bound hydrogen adsorption on the
polycrystalline electrode (a weak band is only apparent at potentials negative to that for the
weakly bound hydrogen peak [27, 29]). As with earlier SNIFTIRS measurements, this band
could be attributed to an adsorbed hydrogen species through the use of isotopic substitution,
and a band was observed at ∼1500 cm−1 in D2O electrolyte [26]. This corresponded to a
factor of 1.39, in exact agreement with the SNIFTIRS measurements. A strong potential
dependence of about 60 cm−1 V−1 was also observed [27, 29], with a frequency shift towards
lower values with a decrease in electrode potential. This has been discussed in terms of
increasing lateral interactions with increasing coverage of the on-top hydrogen [29, 30].

The aforementioned in-situ IR spectroscopy measurements were conducted by
SNIFTIRS, which requires the platinum working electrode to be placed against the IR
transmitting window to form an electrolyte thin layer between the window and the elec-
trode. This thin electrolyte layer configuration leads to an ohmic drop when sustained
currents are drawn during electrochemical reactions, but also, in the case of the HER, this
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Figure 10.4 Electrode potential-dependent Raman spectra of hydrogen adsorption at a rough-
ened polycrystalline platinum electrode surface. Reprinted from Ref. [27] with permission from
Elsevier.
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can lead to the accumulation of gas bubbles if the electrode potential is extended too far
into the region of hydrogen evolution. For this reason the band could only be observed
by SNIFTIRS over a region of about 100 mV, but nevertheless it increased in intensity by
about 10-fold over this relatively narrow potential window.

10.5 Surface-Enhanced IR Absorption Spectroscopy

The advent of surface-enhanced IR absorption spectroscopy (SEIRAS) removed this
requirement for a thin-layer configuration. SEIRAS uses a Kretschmann-type attenuated
total reflection (ATR) configuration [13], and for these experiments a thin layer of platinum
is deposited onto the top face of the ATR prism and forms the working electrode surface.
A typical thickness is about 100 nm, which is sufficiently thin to allow penetration of the
evanescent optical field to the electrochemical interface. As the evanescent light penetrates
into the electrolyte to only a limited extent, there is much less interference from the
bulk electrolyte than in the external reflection methods, such as SNIFTIRS. Important,
also, is the significant enhancement of spectral absorbance which can be between 10-
to 10000-fold when comparing adsorbed species with their equivalents in electrolyte
solution. The surface enhancement is believed to result from the nanoscale roughness of
the polycrystalline metal film; such surface enhancement and avoidance of the thin layer
are clear benefits when studying the HER, where the band intensities are relatively low
and gas bubble formation is problematic. On the other hand, the SEIRAS technique can be
applied only to polycrystalline Pt electrodes and not to well-defined Pt single crystals.

Figure 10.5 shows the potential dependence of ATR-SEIRA spectra recorded on poly-
crystalline Pt in 0.5 M H2SO4 [15]. These are fully consistent with the previous SNIFTIRS
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Figure 10.5 SEIRA spectra recorded as a function of electrode potential, showing the rise of
the band corresponding to on-top Pt–H at potentials of hydrogen evolution at ∼2100 cm−1.
Spectra recorded on polycrystalline Pt (ATR substrates) in 0.5 M H2SO4. Reprinted from Ref.
[15] with permission from Elsevier.



In-Situ Infrared Spectroelectrochemical Studies of the Hydrogen Evolution Reaction 191

0.10

0.08

0.06

0.04

0.02

0.00
–0.10 –0.05 0.00 0.05

E/V (RHE)
0.10 0.15

B
an

d 
in

te
ns

ity
/c

m
–1

Figure 10.6 The electrode potential dependence of the integrated band intensity of terminal
H observed in 0.01 M H2SO4 (□), 0.5 M H2SO4 (∙), 3 M H2SO4 (◦) and 1 M HClO4 (□).
The data points shown by (+) were taken from Ref. [10] and multiplied by a factor of 8.5 to
compensate for the difference in sensitivity between SEIRAS and IRAS. Reprinted from Ref. [15]
with permission from Elsevier.

studies [10], and show a band rising rapidly in intensity at potentials of the HER [13–15].
This spectroscopic signature was only observed at potentials of hydrogen evolution, and
it was not for the underpotentially deposited hydrogen. When D2O was used instead of
H2O the spectroscopic band shifted to 1500 cm−1, which is consistent with the SNIFTIRS
[10] and SERS [26] observations. This clearly reinforces the assignment of this feature to
HOPD. Figure 10.6 shows the intensity of the terminal Pt–H spectroscopic band versus the
electrode potential in various concentrations of H2SO4 solutions and in HClO4 [15]. The
data points shown as (+) in this figure are from the SNIFTIR spectra of Nichols and Bewick
[10]. The intensities of the latter have been adjusted by a factor of 8.5 to account for the
greater sensitivity of the SEIRA method. Nevertheless, it can be seen that the external and
internal reflection spectroscopy methods agree very well. This figure also shows that the
SEIRA method can record IR spectra deeper into the hydrogen evolution region; this means
that the band intensity can be more reliably followed over a greater potential window, which
also means that there are enhanced possibilities to analyze the mechanism of the HER, as
discussed by Kunimatsu and coworkers [13–15].

Direct observation of the band intensity of the terminal Pt–H over a relatively wide
electrode potential range (as in Figure 10.6) provides a relatively straightforward access to
an analysis of the HER mechanism, provided that reasonable assumptions can be made to
relate the band intensity to the coverage of adsorbed hydrogen (𝜃H(a)) or, more precisely,
to the activity of the hydrogen evolution surface intermediate (aH(a)) [15]. At very low
coverage it is reasonable to assume that these are equivalent. On polycrystalline Pt, a Tafel
slope of 30 mV per decade at low overvoltage has been obtained for the HER; this value
is consistent with the notion that proton discharge to form adsorbed hydrogen atoms [the
Volmer step; Equation (10.1)] is in quasi-equilibrium, and that the following step – the
recombination of two adsorbed hydrogen atoms [the Tafel step; Equation (10.3)], is rate-
determining. The direct observation of the spectroscopic band has provided the opportunity
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to evaluate whether this species is an adsorbed intermediate in this mechanism [15]. Within
the framework of the Volmer–Tafel mechanism, and assuming that aH(a) approximately
equals 𝜃H(a), the following relationships can be straightforwardly derived [15]:

logAH(a) ∝
1

2.303
F

RT
𝜂 (10.4)

and

log i ∝ 2 logAH(a) (10.5)

where log AH(a) is the integrated band intensity of the hydrogen intermediate which is
taken to be directly proportional to its surface coverage, i is the current, while 𝜂 is the
overpotential.

From Equation (10.4), a slope of (60 mV)−1 is expected in a plot of log (band intensity)
versus overpotential, and this is what is observed in Figure 10.7a, at least in the low-current
regime. An analysis of log i versus log (band intensity), as shown in Figure 10.7b, gives the
expected slope of 2 [Equation (10.5)], also again at least in the low-current regime [15]; this
confirms a Volmer–Tafel mechanism with the Tafel step being rate-determining. However,
the relationships in Equations (10.4) and (10.5) are not held at the higher current densities,
as shown in Figures 10.7a and b. This has been attributed to the assumption that the activity
of the adsorbed HOPD intermediate, aH(a), equals the coverage 𝜃H(a) [15]. Kunimatsu et al.
have generalized this assumption by taking a Frumkin adsorption isotherm to express the
activity of the terminal hydrogen [15]. The same group then showed that the deviations
apparent in Figures 10.7a and b could be removed by adopting a Frumkin isotherm into
the analysis. Best-fit linearizations of the data to the relationships in Equations (10.4) and
(10.5) were achieved by incorporating the Frumkin isotherm with interaction parameters
between about 2 and 6 (the dimensionless parameter g in the Frumkin isotherm) [15]. These
positive g-values imply that lateral repulsive interactions exist between adsorbed H atoms.
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Figure 10.7 (a) A plot of log (IR band intensity) for on-top hydrogen versus electrode poten-
tial and (b) a plot of log (current density) for the HER versus log (IR band intensity). These
plots have been used in the analysis of the HER mechanism (see text). Data recorded for poly-
crystalline Pt (on the ATR prism) in 0.5 M H2SO4 (∙) or 3 M H2SO4 (◦). Reprinted from Ref.
[15] with permission from Elsevier.
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The clear picture emerging from the SNIFTIRS, Raman and SEIRAS studies of the
hydrogen adsorption and evolution regions on polycrystalline Pt electrodes is that on-top
hydrogen atoms are only detected at potentials of hydrogen evolution [10, 12–17, 19,
26–29]. The assignment of the 2090 cm−1 to on-top hydrogen was supported by isotopic
substitution experiments performed for all three methods (SNIFTIRS, Raman and SEIRAS).
Moreover, the SEIRAS measurements have been able to link this on-top Pt–H with the
intermediate in the Volmer–Tafel mechanism [15]. Plots of log (band intensity) versus over-
potential, and also log i versus log (band intensity), were consistent with this mechanism
and the recombination of two terminal hydrogen (Tafel step) being rate-determining [15].
These relationships are straightforwardly observed at very low current densities, and then
also at higher coverage of the intermediate when lateral repulsive adsorbate interactions
were included.

10.6 In-Situ Sum Frequency Generation Spectroscopy

On the other hand, vibrational spectra have also been recorded through the hydrogen
adsorption region and to potentials of hydrogen evolution using in-situ sum frequency
generation (SFG) spectroscopy [31–35]. These SFG measurements were at variance with
the results of the SNIFTIRS, Raman and SEIRAS studies of the hydrogen adsorption region,
and these conflicting results are discussed in the following paragraph.

SFG is a sensitive and selective method for obtaining vibrational spectra at both metal
surfaces in UHV and under electrochemical conditions. SFG only detects molecules at the
interface due to the nonlinear optical selection rules. In addition, the vibrational modes
under study must be both IR- and Raman-active to be detectable in SFG. The SFG studies
performed by Tadjeddine et al. were conducted with a free electron laser as an IR source,
while spectra were recorded throughout the hydrogen UPD region for polycrystalline plat-
inum and also Pt(100), Pt(110) and Pt(111) in a series of investigations [31–35]. Peaks
were seen in the SFG spectra in the UPD hydrogen region at the following positions: 1890
and 1970 cm−1 for Pt(100), 1900 and 1980 cm−1 for Pt(110), and 1945 and 2020 cm−1

for Pt(111) [31–33]. Of note was the slight sensitivity of these frequencies to the crys-
tallographic orientation of the surface. The intensity of the peaks increased progressively
through the UPD hydrogen region as the electrode potential was lowered, except for Pt(110)
where a sudden intensity increase was observed just before the onset of hydrogen evolution
[33]. Although the frequency of these peaks in the 1800–2100 cm−1 region would seem
to indicate on-top hydrogen, no isotopic substitution has been conducted to confirm a Pt–
H assignment. The same group also contended that three surface-bound hydrogen atoms
were in turn hydrogen-bonded to a water dimer. SFG spectra have also been recorded at
potentials of hydrogen evolution, and a new lower wavenumber peak was seen to appear
at 1770 cm−1 on all Pt surfaces, with the higher wavenumber resonances recorded in the
UPD region remaining unperturbed [33]. It has been argued that the 1770 cm−1 band arises
from adsorbed dihydride, since hydride complexes of the form H2Pt–R exhibit frequencies
around 1735 cm−1. Furthermore, it is contended that this dihydride species is the inter-
mediate for the HER reaction [35]. Clearly, these spectroscopic data from SFG and the
appropriate conclusions contradict the SNIFTIRS, Raman and SEIRAS studies. Several
groups have offered ideas to explain this contradictory data. For example, Nanbu et al.
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suggested that vibrational bands around the ∼2000 cm−1 region and ∼1800 cm−1 could
arise from adsorbed CO in atop and bridge sites, respectively [12]; this conclusion was
reached by recording spectra in the HUPD region in the presence and absence of CO2 [12].
Adsorbed CO can be produced by the electroreduction of CO2 absorbed from surrounding
air in the hydrogen adsorption region. It should be noted that even a tiny surface coverage
of adsorbed CO can give rise to a detectable IR active vibrational band. In a subsequent
review, Jerkiewicz contended that the SFG experiments involve the very time-consuming
alignment of laser beams, and that the electrochemical cell used in SFG was prone to
contamination [36]. Kunimatsu et al. have also suggested that CO derived from impurities
in the electrolytes was an issue in the SFG studies [13]. There is, therefore, a body of
evidence and opinion that supports the contention that the SFG spectral bands observed in
the HUPD region arise from adsorbed CO, possibly generated by CO2 reduction. It has also
been noted that such features can be observed in SEIRA spectra [15], and that CO-free
spectra can be recorded by prepolarization of the electrode to potentials of CO oxidation
before recording sample and reference spectra, as performed in certain SNIFTIRS [10] and
SEIRAS [15] studies. In order to fully resolve this issue, it would appear that the SFG
studies would benefit from revisiting with a focus on isotopic labelling confirmation and
the possible influence of adventitious impurities such as CO2.

10.7 Spectroscopy at Single-Crystal Surfaces

Notwithstanding the results of the SFG studies, there seems to be a good consensus for
on-top hydrogen being the active intermediate for the HER on polycrystalline electrodes.
Although several studies have been conducted for single-crystal platinum electrodes, the
picture there is not clear. As stated earlier, the number of in-situ spectroscopic techniques
which can be currently applied to reasonably characterize single crystalline platinum elec-
trodes is more limited. SNIFTIRS can be deployed, while Raman and SEIRAS can only
be currently applied to polycrystalline Pt for these systems. Nichols and Bewick recorded
spectra of the on-top intermediate on low-index Pt surfaces at potentials of hydrogen evo-
lution [10, 19]. The spectra recorded on Pt(110) are shown in Figure 10.8. Ogasawara
and Ito have studied the low-index Pt surfaces and also the stepped surface, Pt(11 1 1) at
potentials of hydrogen UPD and also the HER [11]. For Pt(100), Pt(110) and the stepped
Pt(11 1 1) surfaces, spectroscopic bands were observed at 2080–1990 cm−1 (although no
isotopic substitution was presented) [11]. These bands were only observed in the potential
region where the UPD hydrogen was saturated, and therefore they could not be attributed
to a HUPD species. A band was seen at potentials of hydrogen evolution on the stepped
Pt(11 1 1) surface (6(100) × (111)), but not on Pt(111) [11]. Thus, it was concluded that
on-top hydrogen could not be observed on well-oriented Pt(111). Clearly, the results of Oga-
sawara and Ito showed a strong structural sensitivity of the on-top hydrogen band, which in
turn highlighted the quandary arising from this apparent surface sensitivity of the spectral
band, while conventional electrochemical data at that time pointed to structural insensitivity
[37, 38]. However, since then it has become apparent from renewed electrokinetics mea-
surements that the HER (and HOR) are indeed surface structure-sensitive. Indeed, in acidic
electrolytes Markovic has shown that the exchange current densities for the HER/HOR
in acid solutions follow the order Pt(111) << (100) < (110) [39]. Retrospectively, this
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Figure 10.8 SNIFTIR difference spectra for Pt(110) in 1 M HClO4. E1 = 650 mV and E2
as marked (versus RHE). Reprinted from Ref. [18] R.J. Nichols, PhD thesis, University of
Southampton, England (1989).

point could be used to justify the lack of observation of on-top hydrogen for the HER on
Pt(111). More recent studies have been conducted on low-index and stepped Pt surfaces
by Nakamura et al. [16], and showed a strong surface structural influence for the HOPD
intermediate, as detected using in-situ IR spectroscopy [16]. A clear band was detected for
Pt(110) at ∼2080 cm−1 at potentials of hydrogen evolution, and not at underpotentials [16];
the band was not detected on Pt(100) and Pt(111) [16], and this might be attributed to the
HER reactivity sequence Pt(111) << (100) < (110), as classified by Markovic [39], with
on-top hydrogen still being the intermediate on Pt(100) and Pt(111) but being of insuf-
ficient coverage (and hence intensity) to readily detect in these SNIFTIRS experiments.
However, Nakamura et al. sought another explanation for these results [16]. The spectra
are shown in Figure 10.9 of high-index planes of Pt in 0.5 M H2SO4 at 0 V versus RHE
(the SNIFTIRS reference potential was 0.8 V). A band around 2080 cm−1 was observed
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Figure 10.9 In-situ IR spectra (SNIFTIRS) of high-index planes of Pt in 0.5 M H2SO4. All
spectra recorded at 0 V (RHE) with a reference potential of 0.8 V [16]. Reprinted from Surface
Science, Vol. 605, Nakamura, M.; Kobayashi, T.; Hoshi, N.: Structural dependence of inter-
mediate species for the hydrogen evolution reaction on single crystal electrodes of Pt, pages
1462–1465, copyright 2011, with permission from Elsevier.

on Pt(331), Pt(210), Pt(553) and Pt(310), but not on Pt(311) and Pt(211). These high-index
planes belong to the following surfaces:

• Pt(331)n = 3 and Pt(553)n = 5 belong to the (n−1)(111)–(110) series; these have a (111)
terrace and (110) step.

• Pt(210)n = 2 and Pt(310)n = 3 belong to the n(100)–(110) series; these have a (100)
terrace and (110) step.

• Pt(311)n = 2 and Pt(211)n = 3 belong to the n(111)–(100) series; these have a (111)
terrace and (100) step.

The 2080 cm−1 band is observed for the first two of these series which have a (110)
step, but does not appear on the third series, which has a (100) step. Hence, the 2080 cm−1

band was associated with atop hydrogen adsorbed onto (110) structures [16]. This may be
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interpreted as atop hydrogen only being present on (110) structures, or not being sufficiently
intense to be spectroscopically observed on other structures but still being present there,
albeit at a comparatively low coverage. For the Pt(311) and Pt(211) surfaces (which have
a (100) step), where the 2080 cm−1 band is not observed, the authors pointed to a small
blue-shifted tail on the ∼1620 cm−1 band (see Figure 10.9). This tail was also observed
as a weak feature on the low-index Pt(100) surface. The main band here at 1620 cm−1 is
simply the 𝛿(HOH) mode of interfacial water. With the aid of density functional theory
(DFT) calculations, they assigned the small tail to an asymmetric bridge hydrogen (i.e.,
a hydrogen bridging two platinum atoms with unequal Pt–H bond lengths) [16]; this was
believed to be the HOPD intermediate on (100) structures [16]. Although this was an
interesting study, the proximity of the band tail to the main water feature, and the lack of
any isotopic substitution call for confirmatory experiments in D2O to indeed confirm that
it corresponds to a Pt2H-type adsorbate.

10.8 Overall Conclusions

With the exception of the SFG studies, where many reservations exist that have been dis-
cussed earlier in the chapter, the clear implication of the observations of on-top hydrogen
only at potentials of hydrogen evolution is that this is not a UPD hydrogen species. In other
words, UPD hydrogen must correspond to some surface-bound hydrogen species that is
multicoordinated, perhaps bound to two or three Pt surface atoms, or hydrogen embedded
below the surface plane of Pt atoms. For example, by using electron energy loss spectroscopy
(EELS), an adsorbed monolayer of hydrogen on Pt(111) has been shown in UHV to provide
dipole active modes for H in threefold hollow f.c.c. sites at 1234 and 911 cm−1 [25]. These
have not been spectroscopically detected within the in-situ environment, even when HF has
been used as the electrolyte to remove anion interference [16]. Indeed, there is no definitive
spectroscopic characterization of any UPD hydrogen species, despite such species existing
at high coverage at potentials immediately preceding the HER. In the absence of any firm
spectroscopic characterization no absolute assignments can be made, although a collection
exists of nonetheless very interesting observations and albeit indirect deductions concern-
ing the nature of the HUPD species. This includes an impressive thermodynamic analysis
of hydrogen adsorption by the groups of Jerkiewicz and Markovic [20, 36, 39–42]. For
example, Jerkiewicz et al. have carried out a detailed thermodynamic analysis of the elec-
trochemical adsorption of HUPD on polycrystalline and single-crystal Pt electrodes [20, 36,
40, 41]. From a thermodynamic analysis of cyclic voltammograms and their temperature
dependence, it was possible to determine thermodynamic state functions for HUPD, includ-
ing ΔG◦, ΔH◦ and ΔS◦, and also the surface bond energy and Gibbs energies of lateral
interactions. For instance, for Pt(111) the surface bond energy for M-HUPD was determined
and found to be very similar to hydrogen adsorbed onto Pt(111) from the UHV [36]. This
proximity of the UHV and electrochemical values led to the conclusion that both involved
similar surface bonds, while the thermodynamic equivalence was taken to indicate that
atomic hydrogen occupies the same adsorption sites on Pt(111), despite the very different
environments [36]. From UHV EELS data [25] this is presumably the threefold hollow site.

Further evidence of the inequivalence of HUPD and HOPD adsorption sites was obtained
from the observations by Protopopoff and Marcus that although adsorbed sulfur atoms
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on Pt electrodes would block HUPD, the HER could still take place but the rate would
be greatly reduced [43, 44]. This led to the conclusion that HUPD occupies different sites
from the intermediate responsible for the HER. In a similar vein, cyanide adsorbed onto
Pt(111) has been seen to block HUPD but not to change the onset potential for hydrogen
evolution in cyclic voltammetry studies [45]. Reflection spectroscopy also showed signifi-
cant differences for HUPD in different adsorption regions, and/or on different crystal faces.
Bewick et al. noted that the “strongly bound” HUPD peak on polycrystalline gave rise to
strong reflectivity changes, whereas the “weakly bound” species did not [46, 47]. It was
suggested that the former corresponded to a proton lying just below the surface plane of the
metal, with its electron contributing to the conduction band of the metal and giving rise to
large reflectivity changes [46, 47]. In later studies, when Nichols and Bewick recorded the
IR reflectivity spectra for Pt(100) and Pt(111) [18, 19], the Pt(100) surface showed large
reflectivity changes for HUPD but the Pt(111) surface did not. It was suggested that this was
indirect evidence for the formation of subsurface “strongly bound” hydrogen on the (100)
surface, probably involving the fourfold hollow sites [19].
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At the end of the 1960s, a few electrochemists began to investigate electrode–solution
systems by considering the random fluctuations of either the current passing through the
interface or the voltage across this interface. Previously, electrochemical studies had been
based only on current–voltage relationships at steady state or under linear voltammetric
sweeping, or impedance measurements at relatively high frequencies – that is, averaged
or deterministic quantities. The new and original approach was based on the study of the
random behavior of the electrode–solution system generated by stochastic processes such
as chemical reactions or diffusion occurring at the interface. This approach was founded on
the theory of the noise arising in semiconductors [1]. Whether fluctuations from a particular
process are observable depends of course on its magnitude in relation to the additional noise
generated by the system, including the noise due to the measurement instruments and the
experimental set-up.

The minimum value of the noise generated by a system is the thermal or Johnson noise
resulting from the random motion of electrons or ions within the system when it is in
thermal equilibrium with its surroundings. An expression for the Johnson noise in terms of
a fluctuating voltage was first derived by Nyquist [2] in 1928 and takes the form

< ΔV2 >= 4kT Re [Z(f )]Δf (11.1)
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where < ΔV2 > is the spectral density of voltage fluctuations, k is Boltzmann’s constant,
T is the absolute temperature, Re[Z] is the real part of the impedance of the system, and Δf
the frequency bandwidth within which the noise is measured. Clearly, any noise that is to
be studied must be detectable above the Johnson noise of the system.

When the system under investigation is far from equilibrium – that is, when the current
in one direction can be neglected in comparison with the current for the process being
studied – the electrical noise may be presented as a random sequence of noncorrelated
current pulses. Each of these pulses transfers an electric charge of value 𝛾e in the external
circuit (shot noise), where e is the elementary electronic charge. The current noise of such
a system is described by Schottky’s theorem [3]:

< ΔI2 >= 2𝛾eJ (11.2)

where < ΔI2 > is the spectral density of current fluctuations and J is the average current.
The first pioneering studies to be reported in electrochemistry in which electrochemical

noise was used as the analysis tool mainly dealt with theoretical approaches to generation–
recombination noise in electrochemical systems, and its possible use to study homogeneous
reaction kinetics. Fleischmann [4] investigated the fluctuating current arising from inherent
fluctuations in the number of ionic particles present at the interface caused by the genera-
tion and recombination of ions as a result of electrochemical reactions in weak electrolytes.
Barker [5] studied the noise theory and related irreversible reactions to shot noise, while Tya-
gai [6,7] investigated the cathodic reduction of iodine on platinum. The data obtained from
these studies threw new light on the overall statistical features of the process (correlation
between elementary acts of reaction and degree of nonequilibrium of the stationary state).
There was agreement that studies of this type give the number of electrons 𝛾 participating in
the slow step of a particular reaction, which is related to its exchange current. Further devel-
opments then included those by Cardon and Gomes [8], who studied oxidation reactions at
the illuminated single-crystal zinc oxide electrode, and by Rangarajan [9], who proposed
a stochastic theory of monolayer formation in electrocrystallization. Green and Yafuso
[10, 11] studied the noise spectra associated with the ion transport through a membrane
in an attempt to obtain information about the mechanism of ion exchange, and relaxation
times that were apparently attributable to ion pairing in the membrane were determined.

Such microscopic noises are difficult to obtain as the measurement set-up is often too
noisy to separate the often very low electrochemical noise of interest from the parasitic
noise of the instrumentation. In addition, electrochemical noises at equilibrium of the
Johnson type, or even of the Schottky type, give quantities which can be readily obtained
by more conventional methods, for example, impedance measurements. As a consequence,
investigators have more recently rather studied noises derived from more macroscopic
random events arising from various phenomena, for example, pitting corrosion or gas-
evolving electrodes, which give rise to electrical signals of higher amplitude and also have
some practical interest. Some examples will be provided in the following sections.

11.1 Instrumentation

During the late 1970s, instrumentation was improved by the availability of operational
amplifiers of increasingly better quality (high open loop gain, wide frequency bandwidth,
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low noise), enabling the design of low-noise amplifiers and control devices. This point was
especially critical for the reliable measurement of the very low-amplitude noise generated
by elementary processes.

When the fluctuations show current or voltage transients, data analysis may be performed
in the time domain by investigating the shape, size and occurrence rate of the random events.
It can be also performed by measuring the moments of the potential or current fluctuations
(standard deviation, skewness, kurtosis) [12]. However, this approach is extremely limited
for data interpretation. In the absence of current or voltage transients, the values of the
moments are most likely close to zero, as for signals with a Gaussian distribution. Any
deviation from zero indicates the existence of transients.

Data analysis may be also carried out in the frequency domain [6, 8, 11] by calculating
the power spectral density of the fluctuations [13]. The interpretation of this quantity is often
a challenge, especially when no transients are observable. When transients are observable
the interpretation is sometimes easier, but not always so because different transient shapes
may give the same power spectral density.

The random signal of low amplitude S(t) of interest is often buried in a parasitic noise
N(t). To overcome this difficulty, two parallel and identical channels are used, with parasitic
noises N1(t) and N2(t). The cross-power spectral density of the outputs of the two channels,
X(t) and Y(t), ΨXY (f ), leads to the power spectral density of the studied fluctuations, ΨSS(f ),
by using the Fast Fourier Transform(FFT).

X(t) = G(S(t) + N1(t))
Y(t) = G(S(t) + N2(t))

(11.3)

hence

ΨXY (f ) = G2ΨSS(f ) (11.4)

as the cross spectra of S(t) and N1(t), S(t) and N2(t), and N1(t) and N2(t) are null because
these quantities are not correlated. This approach is also valid for cross-correlation analysis
of the noise by using a cross-correlator [14].

Figure 11.1 [15] shows an example of a potentiostatic arrangement used to measure the
current noise, i(t), around the steady-state current, I, through S(t)=Ri(t), taking into account
the potentiostat and amplifier noises [16]. Two parallel and identical channels measured the
fluctuations i(t) of the current flowing through an electrochemical cell by using two resistors,
R, and two differential amplifiers with gain G. The current, I, is cancelled by applying an
offset RI to the differential amplifiers. High-pass and antialiasing filters are added on each
channel in a classical way to obtain a proper cross-spectrum of the electrochemical noise.

ΨXY (f ) = G2R2ΨII(f ) (11.5)

The polarization potential E, the potentiostat, and the amplifiers are battery-powered
to avoid parasitic noises coming from the mains (50 or 60 Hz). In order to minimize the
parasitic noises, the potentiostat, differential amplifiers and the electrochemical cell can be
placed in a shielding cage made from muferro steel (termed a Faraday cage). Some groups
have proposed using wavelet techniques to improve the efficiency of spectral analysis,
especially to detect the current or voltage transients more easily [17].
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Figure 11.1 Experimental arrangement used for analyzing the current noise in potentiostatic
regime. N1 and N2 are the parasitic noises of the measurement channels. The figure shows
the Fourier analyzer, amplifiers and filters. Reprinted from Ref. [89] with kind permission from
Springer Science+Business Media.

11.2 Applications

In an electrochemical system, all the chemical reactions or diffusion processes are stochas-
tic by nature [18]. So, if the instrumentation is sufficiently efficient, the inherent fluctuations
of these elementary phenomena due to their stochastic character become observable. Fluc-
tuations are most readily observed when a stochastic event is followed by a large and
essentially deterministic process, so that the electrochemical system itself amplifies the
fluctuating signal. Examples of this type will be given below, and include gas-evolving
electrodes, voltage-controlled transmembrane ion currents due to the insertion of pore-
forming molecules, two-dimensional (2D) metal deposition, and corrosion. Fleischmann
was one of the promoters of several applications of noise analysis in electrochemistry, and
following these visionary ideas many groups have applied noise analysis to a wide variety
of electrochemical problems.

11.2.1 Elementary Phenomena

Models of the stochastic behavior of the electrochemical interface have been given when a
redox reaction limited by diffusion of the reacting species occurs on the electrode surface
[19, 20]. The random fluctuations of the state variables (concentrations and voltage) are
assumed to derive from Poisson elementary noise sources which are directly acting on the
elementary fluxes – either reactive or diffusive – of the reacting species. Consequently,
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the evolution of the state variables is governed by the Langevin equations obtained from a
linearization of the nonlinear electrochemical equations deduced from the heterogeneous
electrochemical kinetics. The Langevin noise sources are derived from the Poisson noise.
Finally, the power spectral density of the current and potential are derived and compared
with the measured quantities. However, limitations appear due to the instrumentation noise.

Figure 11.2a shows the phase-sensitive detection of the current noise generated on a
platinum electrode due to the limiting current diffusion in 1 M KCl of potassium ferri-
ferrocyanide. On bare platinum (curve a) the increase of the noise below 10 Hz was
due to fluctuations in the electrolyte velocity induced by natural convection, whereas on
curve b a gel layer coating the electrode cancels this phenomenon. The thermal noise in
current determined from the impedance (4kTRe[1∕Z(f )] and the parasitic current due to
the potential control are also given. Above 1 kHz the parasitic regulation noise, which is
inversely proportional to |Z(f )|, became preponderant. Figure 11.2b shows the calculated
phase-sensitive detection of the total current noise ΨII(f ), the current thermal noise, and the
noise generated by the kinetic and diffusional processes ΨIn for the same conditions as for
Figure 11.2a. The calculated and experimental power spectral densities ΨII(f ) are in rather
good agreement when taking into account the extreme measurement difficulties. When a
fluctuation–dissipation analysis of the noise of such an electrode was performed, the mass
transfer step was shown to be correlated to the electric current polarizing the electrode [21].

More recently, a theoretical and experimental investigation has been carried out on the
hydrogen evolution process, assuming a Volmer–Heyrovsky mechanism and following the
technique proposed by Tyagai [7]. It was found that the apparent electron number values
ranged between one and two, depending on the applied current [22].

11.2.2 Bioelectrochemistry

Fleischmann et al. studied conductance fluctuations induced by low concentrations of
the polypeptide, alamethicin, in planar lipid bilayer membranes, using a computer-aided
analysis [23]. In the time-recording of the conductance of the membrane (see Figure 11.3)
there was a well-defined finite number of conductance levels, where the conductance was
related to the size of the pore, which expanded by a defined increment as each additional
molecule of alamethicin was added to the circumference. It was shown that the statistics
of transition between nonadjacent states closely conform to a birth-and-death process.
Based on the electrochemical rate constants, a complete set of rate parameters governing
the steady-state distribution was derived, and it was shown that the electrochemical free
energies of the conductance states varied quadratically with the state number for low-lying
states. The Gibbs energy of activation of both the inclusion (birth process) and exclusion
(death process) of alamethicin molecules was related to the Gibbs energy differences
between the states. A detailed model based on the nucleation of a 2D pore accounts
for these observations, provided that both birth and death take place via an intermediate
expansion of the pore lumen. This model requires two energy parameters: the “edge” and
“bulk” energies of the pore, together with a trigger rate of the initial process which is a
sufficient description for the steady-state behavior of the voltage-controlled system.

As a few pores can be opened at the same time, the formalism required to derive the
probabilities of the states of a single (elementary) pore from the observed probabilities
of the compound states of the ensemble of pores was developed. This took into account
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Figure 11.2 (a) Measured power spectral density of the voltage fluctuations ΨI, ΨI, therm,
and ΨI, reg for a platinum disk electrode (area 10−3 cm2) in 1 M KCl solution with potassium
ferri/ferrocyanide (10−2 M) at the potential + 115 mV versus SCE. Curve (a) = bare platinum;
curve (b) = platinum covered with a gel layer; (b) Calculated phase-sensitive detection of ΨI,
ΨI, therm, and ΨIn in the same experimental conditions as in (a). Reprinted with permission from
Ref. [20]. Copyright 1993, AIP Publishing LLC.
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Figure 11.3 Example of 2000 samples blocks of the conductance fluctuations obtained
after 20-fold amplification of a 205 mV pA-1 sensitivity instrumentation (sampling frequency:
1000 Hz, 0.3 kHz filtering before sampling). Reprinted from Ref. [26] with permission from
Elsevier.

a Poisson process triggering a subsequent birth and death process [24, 25]. This model
was applicable to all situations where the modeling was most readily cast in terms of the
behavior of a single elementary system, whilst the experiment dealt with ensembles of
such systems.

Following these studies, improvements in the methods led to experiments being per-
formed that employed a patch–clamp technique and a membrane of only a few micrometers
in diameter. In this case, only one pore was opened at any given time, at most, and a
birth-and-death process could interpret the experimental results quite closely such that the
kinetics of opening and closing of the pore can be evaluated [26].

11.2.3 Electrocrystallization

Metal deposition has been investigated by employing noise analysis for both two dimen-
sional (2D) and three-dimensional (3D) electrocrystallizations [27]. For example, Budevski
et al. studied 2D nucleation, namely the growth of silver on a perfect, single-crystal sub-
strate, where the spatial and time statistics were distinguished under conditions in which
elementary events could be separately observed (see Figure 11.4) [28].

A model which considers circular crystallites on a circular substrate at low nucleation
rate would lead to the growth of a complete planar layer following the formation of a single
nucleus, the growth of which would be limited only by the boundaries of the substrate.
When the current–time transients were calculated, a statistical analysis of the transients
alone was compared with experiments at low overpotentials. The moments of the transients
alone consolidated the model and showed that nucleation was uniform over the substrate.
The power spectral density of the whole experiment provided the steady-state nucleation
rate and showed that, in a stationary state, nucleation could be adequately described as a
Poisson process.
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Figure 11.4 Sections of data for the initial stages of Ag deposition on a single-crystal surface
at 8 mV overpotential, nucleation at (point a) the center, (point b) the edge, and (point c)
midway between the center and the edge of the circular electrode. Reprinted from Ref. [28]
with permission from Elsevier.

Electrochemical noise was also used to characterize 3D metal deposition, and a corre-
lation of the characteristics of the noise with the deposit structure was developed. First,
a phenomenological model based on a birth-and-death process of the crystallites, which
explains the correlation between the noise power and the structural organization of the elec-
trodeposits, was proposed [29]. The important ideas here were that crystallites are randomly
nucleated, grow for a time and then stop growing, giving a noise power and spectrum that
is quite different from that expected for a simple electrochemical reaction rate control of
the deposit growth. It is, of course, an interesting question as to the mechanisms that might
cause the growth of an individual crystallite to stop. These might include the possibility that
the crystallite had been sterically crowded by others, that there was a local depletion of the
reacting species, or that the growth has been stopped by the adsorption of an inhibitor. The
statistics of the birth-and-death processes, as well as the size-dependent rate of growth of
the crystallites, can – at least in principle – be deduced from the observable noise, provided
that the mechanism is not too complex and would reflect and affect the form of the deposit.
The problem of deducing the birth-and-death statistics, as well as the kinetics of growth, is
strongly analogous to the problem of analyzing the birth, growth and death of corrosion pits
(see below). When zinc electroplating was studied by means of electrochemical noise in
conjunction with scanning electron microscopy observations, it was found that that the noise
generated during the electroplating of a dendritic or a large conglomerate zinc deposit had a
large potential oscillation amplitude and a positive potential drift, whereas the formation of
a compact zinc deposit was characterized by small noise amplitude and little potential drift.
A detailed analysis of the noise spectra led to a type of “fingerprint” that could be used to
characterize the deposit morphology and relate it to the rate-limiting process, namely the
surface reaction rate, diffusion, or mixed control [30]. More recently, another study was
undertaken to investigate the influence of different additives (gelatin and thiourea) on the
quality of copper electrorefining from a sulfuric acid electrolyte bath. The roughness of
the cathodic deposit could be monitored and analyzed with noise, and then compared with
various techniques such as profilometry, atomic force microscopy, X-ray diffraction and
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scanning electronic microscopy. The authors concluded that the homogeneity, smoothness
and grain size of the deposit could indeed be characterized through noise [31].

11.2.4 Corrosion

In corrosion processes, many aspects of electrochemistry are integrated – specifically, the
coupling of mass transport, local solution composition and reaction rate, the coupling of
anodic and cathodic processes, and the effects of solution resistance. In a corrosion system
at open circuit, the rates (total current) of the anodic and cathodic processes must balance.
The anodic and cathodic processes may occur on spatially separated areas of the surface;
the resistance to current flow through the electrolyte between these areas determines the
difference in local electrode–solution potential difference between the anodic and cathodic
areas. The coupling of current flow, mass transport (electromigration, diffusion, convec-
tion), local solution composition and local electric potential means that large gradients
of solution composition and potential can develop on small spatial scales; these gradients
can then trigger new electrode reactions. The result is characteristic fluctuations in mea-
sured electrode potential (at open circuit or under galvanostatic control) or current (under
potentiostatic control).

The results of studies by Bertocci [32] and others have indicated that current fluctuations
could be used as a means of studying the initiation stages of localized corrosion. Hladky and
Dawson [33, 34] then showed that measurements of self-generated electrochemical potential
fluctuations on electrodes undergoing either pitting or crevice corrosion confirmed that these
forms of localized attack have quite distinct noise “signatures,” and that both types of attack
can be detected within seconds of their initiation. Hladky and Dawson’s results indicated the
possibility of a nonperturbative electrochemical corrosion monitoring technique capable
of detecting pitting and crevice attack. These ideas have been generalized and it appears
that, within the context of a particular environment and material, noise “signatures” can
be recognized which indicate the onset of particular types of corrosion, whose magnitude
is indicative of the corrosion rate [34]. For example, if a probe is constructed from two
electrodes of the same material as the component whose corrosion is to be monitored, and
these are coupled through a zero-resistance ammeter, then a fluctuating current may be
observed. Moreover, its mean and variance, 𝜎I

2, is dependent on the nature of the corrosion
reaction occurring on the probe electrodes, as well as the size and relative size of the two
electrodes, Similarly, the electrode potential fluctuations of either one of the electrodes
or of the two coupled together can be measured. The ratio 𝜎I/𝜎E can be interpreted as a
“noise conductance”, the magnitude of which can be correlated with the corrosion rate on
the probes [35, 36], and hence with the risk or rate of corrosion of the component being
monitored. Other measurements aimed at deducing corrosion rates can be carried out on
the same probe, including direct current (DC) polarization resistance, Tafel extrapolation,
alternating current (AC) impedance and weight loss. Moreover, the comparison is instructive
in building a picture of the electrochemical processes occurring in-situ.

A correct interpretation of the observed fluctuations requires an understanding of what
processes are driving them. Generally speaking, for corrosion reactions this is not thermal
fluctuations, so interpretation of the behavior in terms of Johnson noise in a simple resistor
is not correct. The first approach to a rigorous analysis was made by Williams, Westcott
and Fleischmann, in the case of the initiation of pitting corrosion of stainless steel [37–40].
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This approach developed the idea of a deterministic evolution of current following a
stochastic trigger, and borrowed from the theory of electrocrystallization. The key ideas –
which subsequently were elaborated – were that the initiation of pitting corrosion could be
separated into two processes. The “triggering” of a breakdown had the characteristics of a
Poisson process and this resulted in an “unstable” or “metastable” pit: a small anode within
which the local current density was very high and which was maintained by extreme local
gradients of solution composition and electrode potential. “Maintenance” of the evolving
pit was a deterministic process that could be described in terms of the evolution of surface
area within the evolving defect, the electrical resistance around the mouth of the evolving
pit (when the pit mouth acts as a microelectrode), and the stability of the local solution
composition against variations of the transport processes (migration and diffusion) within
and from the pit. If these transport fluctuations were such as to destroy the stability of the
local solution environment, then the pit would stop growing and the current to that pit would
fall abruptly. If, however, the pit survived beyond some critical depth (which is treated as
a critical age) then the pit would become “stable.” Studies of ensembles of current–time
traces from many experiments, together with the theory and simulations, were used to
validate these ideas [38, 39]. Subsequently, current transients due to individual metastable
pits were measured [41–46] allowing a detailed understanding of the processes that were
occurring.

Figure 11.5 [46] illustrates a train of current pulses resulting from the nucleation, growth
and death of metastable pits in stainless steel, polarized in a dilute NaCl solution. The
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Figure 11.5 Current pulses due to the initiation, temporary growth and termination of
metastable pits. Variability between different specimens taken from the same steel. Each frame
is 5000 s, taken from a measurement with a slow potential ramp (5 × 10−6 V s–1). AISI type
304L stainless steel at 95–120 mV versus SCE in 0.028 mol dm−3 aqueous NaCl solution.
From Ref. [46], J. Stewart, “Pit initiation on austenitic stainless steels,” PhD Thesis, University of
Southampton, 1990.
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frequency and amplitude of the current pulses varied very significantly from one specimen
to another; these effects were subsequently understood when it was appreciated that pits
nucleated around sulfide inclusions in the steel [46, 47], with the probability of nucleation
being sensitive to the shape and composition of each particular inclusion. The general shape
of the transients can be understood in terms of the evolution of the shape of the pit and
the change in solution resistance for current flow to the pit mouth as the latter expands and
the pit geometry changes [43, 44]. The detail of the transients is more complex, however
(Figure 11.6), as the pit may develop facets, may re-nucleate inside the pit, and may develop
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Figure 11.6 (a) Micrograph of a metastable pit following cessation of growth, with the corre-
sponding current transient (b), illustrating that the current rise is irregular and may be related to
the development of facets within the pit. From Ref. [46], J. Stewart, “Pit initiation on austenitic
stainless steels,” PhD Thesis, University of Southampton, 1990.
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Figure 11.7 (a) Micrograph showing a lacy cover over a pit. The development and subsequent
detachment of such covers explains much of the detail in the current transients; (b) Micrograph
illustrating re-nucleation within a metastable pit. From Ref. [46], J. Stewart, “Pit initiation on
austenitic stainless steels,” PhD Thesis, University of Southampton, 1990.

a cover (Figure 11.7) that perforates during pit development and may eventually fall into
the pit. If that occurs then the resistance for current flow to the pit mouth will fall abruptly
such that the current jumps up in a spike and then falls, equally abruptly, as the solution
inside the pit dissipates and the pitting stops [43, 46].

These measurements lead, in particular, to an understanding that there is a critical solution
composition that must be maintained within the pit, and if this does not occur then the pit
will die. As a consequence, there is an important effect of the kinetics of active dissolution
of the alloy within this critical solution. Measurements of the characteristics of metastable
pits, coupled with studies of the dissolution kinetics of steel within the aggressive solutions
that characterize the local pit environment, have provided an explanation as to why certain
alloy additions (specifically Mo) act to inhibit pitting corrosion by making the maintenance
of metastable pits more difficult. Other important effects include those of salt films, which
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act to sustain the local solution composition, the effect of solution flow acting through
an effect on the solution composition profile around the pit mouth and hence on the
solution conductivity profile, and resistance to current flow to the pit, and the effect of
the geometry of the pit and around the pit mouth. The behavior of metastable pits seems
now fully understood (see Ref. [48]). Finally, the chemistry involved in the trigger events
around the inclusions was resolved, primarily through in-situ imaging techniques using
both photoelectrochemical imaging and scanning electrochemical microscopy [49]. Here,
the critical factor appeared to be compositional changes in the inclusions at the inclusion–
steel interface [48]. Subsequently, these ideas have been extended broadly, one particularly
successful example being an application to the study of pitting of aluminum alloys [50–53].
The detection of metastable pitting events has been directly connected to the presence
of intermetallic precipitates above a critical size, as measured using ultra-high-resolution
transmission electron microscopy. However, if the precipitate particles are below a few
nanometers in dimension then it appears that the oxide layer which confers stability on the
aluminum can cover these particles without fracturing.

The approach of treating localized corrosion as a stochastic trigger, followed by a deter-
ministic evolution, has also been effective in the study of stress–corrosion cracking(SCC).
Early investigations identified current fluctuations associated with the transient (stop–start)
propagation of cracks [54], whereby the current pulses correlated with acoustic emission
as the crack “jumped.” Techniques that had been developed previously to study pitting
corrosion were then refined and applied to specific instances of SCC. One such instance
was the thiosulfate- or tetrathionate-induced cracking of sensitized stainless steels [55–58],
the studies of which revealed the mechanistic detail that can be derived from examining
such trains of current pulses, random in time and varying in shape. In these studies, corro-
sion current pulses at the open-circuit potential were measured by coupling the specimen
under load to a large cathode (a cylinder of annealed steel of the same type surrounding
the specimen) through a zero-resistance ammeter. Current pulses were associated with the
nucleation of microcracks and their movement across single-grain boundary facets. The
cracks initiated as the consequence of a nonuniform deformation around grain bound-
aries, and most stopped after the penetration of, at most, a few grain-boundary facets. The
idea of microstructural barriers to the propagation of short stress–corrosion cracks was
developed, and such barriers became less important as the chemistry of the environment
became more aggressive. A simple statistical model, based on a probability to jump across
a barrier, was developed for crack advance, and in part for the statistics of failure, by inter-
granular stress–corrosion cracking(IGSCC). At a higher strain, fatal cracks were initiated
from a pre-existing microcrack. Strain-induced martensite formation resulted in a decrease
with increasing strain in both microcrack nucleation frequency and penetration. The same
experimental methods and ideas were used successfully to describe the initiation of SCC
of sensitized stainless steel in oxygenated water at 288 ◦C [58].

Erosion–corrosion is another example of a process with a stochastic trigger with a
deterministic evolution. In this case, the trigger is the impact of a particle onto the surface,
and the resultant exposure of unpassivated metal (for a passive system) or the removal
of scale or a change in mass transport may cause a current pulse, the time-evolution of
which can be modeled according to the metal–solution system being examined [59–64].
Unfortunately, most of the current induced by an impact is not captured by an external
electrode, and this makes interpretation complex. Indeed, correlation with the results of
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Figure 11.8 Simplified schematic to illustrate possible sources of fluctuations in corrosion cur-
rent, Icorr or corrosion potential measured at a distant reference electrode, for general corrosion
with a diffusion-limited cathodic reaction such as oxygen reduction. Fluctuations leading to
fluctuations in Icorr can be in: (1), the transport rate of the cathodic reagent, leading to changes
in diffusion-limited current; (2) and (3), the relative areas of the anodic and cathodic processes,
caused for example by detachment of surface scales or by changes in the electrode kinetics of
these processes caused for example by the addition of corrosion inhibitors or change in surface
concentration of such inhibitors; (4), in the solution resistance between cathodic and anodic
areas, if these are spatially separated, caused for example by fluctuations in local electrolyte
composition itself linked to the occurrence of the corrosion reaction.

measurements in which the surface is momentarily scratched by a probe is generally
necessary to develop a rigorous interpretation [62, 63]. The electrochemical noise signal
can be correlated quantitatively with an acoustic noise measurement that characterizes the
energy transferred in each impact, and from which the size of the induced defect can be
deduced [59].

The extension of these ideas to provide a quantitative interpretation of the fluctuations
associated with general corrosion is more difficult. Figure 11.8 provides a simplified scheme
showing the possible sources of fluctuations in the corrosion current, Icorr or corrosion
potential measured at a distant reference electrode, for general corrosion with a diffusion-
limited cathodic reaction such as oxygen reduction. Fluctuations leading to variations in
Icorr can occur in the transport rate of the cathodic reagent [65], leading to changes in the
diffusion-limited current. Indeed, the study of such current fluctuations is an excellent way
to characterize turbulent fluctuations in the boundary layer near an electrode [65–69] (see
below). Fluctuations might also be caused by variations in the relative areas [70] of the
anodic and cathodic processes, caused for example by the detachment of surface scales or by
fluctuations in current distribution over the surface that may result from changes in electrode
kinetics, mass transport, or solution resistance. Changes in the electrode kinetics, perhaps
caused by the addition of corrosion inhibitors or a change in the surface concentration
of such inhibitors, are other possible sources of fluctuations. Finally, fluctuations can be
driven by variations in the solution resistance [71] between the cathodic and anodic areas if
these are spatially separated, and caused by fluctuations in the local electrolyte composition
which is itself linked to the occurrence of a corrosion reaction. Bubble evolution is also an
obvious possible driver of fluctuations, either through changes in the exposed area as the
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bubble evolves, by stirring induced by the detachment of a bubble, or electrical resistance
changes if a bubble is evolved within a zone of localized corrosion (e.g., a crevice or
crack) and constricts the current path. The time scales for these different fluctuations
can be very different. However, whereas fluctuations associated with the flow rate may
encompass a very wide time range, those effects due to alterations within the corrosion
scales, fluctuations in surface concentrations or bubble evolution can be rather slow. Thus,
the spectrum of fluctuations may be different for each of these possible origins. The above-
described analyses of specific cases demonstrate how the fluctuating signal may alter if
there is a change in the phenomenon that is driving it, and also provide at least some
nonempirical foundation for the application of electrochemical noise as a technique to infer
changes in dominant corrosion processes or corrosion rates.

11.2.5 Other Systems

The pioneering studies initiated by Martin Fleischmann suggested many other applications
of noise analysis to other research groups, including gaseous bubble evolution, hydrody-
namics, battery state of charge [72–74], conductance of conjugated polymers [75, 76], and
diagnostics of polymer electrolyte membrane fuel cells [77].

Noise analysis has been particularly fruitful in characterizing various aspects of hydro-
dynamics, as noted above for the specific case of corrosion processes. First of all, multi-
phase flows were investigated, either gas/water [78], solid/liquid [79, 80], oil/water [81]
or oil/brine [82]. In these flows, fluctuations are due primarily either to fluctuations in
transport rates to an electrode or to fluctuations in electrolyte resistance. If one phase pref-
erentially wets the electrode, then there may be fluctuations due to variation in the effective
electrode area. Each of these phenomena has a characteristic spectral signature. Turbulent
flows close to a wall have been investigated by means of electrochemical noise by using
electrochemical probes of various shapes, by measuring the power spectral density of the
limiting diffusion current fluctuations [83–86].

The detail of bubble evolution from electrodes is a topic of practical importance. The size
of a bubble at detachment is dependent on the gas and solution density, the cell geometry,
hydrodynamics, interfacial tensions between the bubble, electrode and solution, and the
roughness of the electrode. The way in which bubbles detach affects the resistance to current
flow to the electrode, and rising bubbles effectively stir the electrolyte. Electrochemical
noise measurements have been used to characterize the evolution of chlorine [87], oxygen
[88], and hydrogen [89].

Hydrogen formation occurs through several interacting phenomena:

• Electrochemical reactions leading to molecular hydrogen which dissolves into
the solution.

• The nucleation and growth of bubbles from the dissolved hydrogen on some active sites
on, or close to, the electrode surface.

• The detachment of a bubble after some time, depending upon the physical conditions pre-
vailing at the electrode–electrolyte interface such as surface tension and hydrodynamic
conditions.

Under potentiostatic (galvanostatic) control, random fluctuations of the total current
crossing a gas-evolving electrode (potential) can be observed. For low currents, individual
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Figure 11.9 Voltage fluctuations during iron dissolution in 2 N sulfuric acid medium. Voltage–
time recording at a 3.7 mA cm−2 anodic current density in galvanostatic regime. Reprinted from
Ref. [89] with kind permission from Springer Science+Business Media.

events can be distinguished, as shown in Figure 11.9 [89], where the quasi-linear increases
of potential are related to the growth of bubbles on the electrode surface; this induces an
increase in electrolyte resistance, whereas the sharp potential changes are related to bubble
detachment. However, when the current density is high the bubbles are so numerous that
their occurrence cannot be counted and their individual effects cannot be separated on
recording the current (or voltage) fluctuations. Hence, no analysis is possible in the time
domain, and any identification of the characteristic parameters of the evolution regime of
these electrolytically generated hydrogen bubbles (nucleation rate, life time, etc.) must be
performed through the measured power spectral density (Figure 11.10).
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Figure 11.10 Power spectral density of the fluctuations related to hydrogen evolution. (a)
measurement in galvanostatic regime corresponding to Figure 11.9; (b) Measurement in poten-
tiostatic regime. Reprinted from Ref. [89] with kind permission from Springer Science+Business
Media.
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A simple stochastic model of the time series displayed by the electrolysis current during
bubble evolution has been devised by considering the sum of elementary voltage transients,
starting at the nucleation time and following a homogeneous Poisson law. The elementary
transient is a linear increase of the overvoltage due to the screening effect of the bubble [90]
before a sudden drop related to bubble detachment after a lifetime having an exponential
probability distribution. This is in fact the same model as used initially to describe pitting
corrosion [39]. The power spectral density of the total voltage fluctuations can be calculated
using the generalized shot noise (or filtered Poisson process) theory [91]. More complicated
models which take into account the control of bubble growth by diffusion, coalescence, and
gas–oscillator phenomena [92] allow electrode surface wetting [93] or electrode roughness
[94] to be investigated.

11.3 Conclusions

The study of electrochemical noise has proved to be a powerful source of insight into
a wide range of electrochemical processes, as illustrated by the examples given in this
chapter. These examples have encompassed the electrochemical signals resulting from
fluctuations in transport or reaction rate which may act either directly on the reaction at
the surface, or manifest though effects such as fluctuations in electrolyte resistance or
triggered by variations in the exposed area. Fluctuations are most readily observed when
a stochastic event is followed by a large and essentially deterministic process, so that the
electrochemical system itself amplifies the fluctuating signal. The fields of corrosion and
electrocrystallization provide numerous examples. Fluctuations are frequently examined
empirically, through measurement of the spectral signature and qualitative comparison
with some expected effects or with examples from previous experience. Such qualitative
application of the technique has proven of value, for example, as a simple way to detect
when a change has occurred in some electrochemical process; specific examples are the
onset of corrosion or a change in corrosion type. On the other hand, in many cases a rigorous
theory can be derived (those models that seem applicable are often common across a range
of different phenomena), after which the method can provide a simple and powerful route
to understanding such complex processes.
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This chapter considers advances in electroanalytical chemistry which resulted from the
development of microelectrodes, an area of research where Martin Fleischmann made sig-
nificant theoretical and experimental contributions. Briefly, a microelectrode is defined as
an electrode with at least one dimension sufficiently small (typically less than 50 μm) that its
amperometric properties are a function of this characteristic length [1, 2]. Historically, the
development of microelectrodes resulted from the needs of biologists to perform measure-
ments in real biological systems. For this, tiny electrodes were required to operate in-situ,
typically in vivo, and to offer localized recordings without affecting the integrity of the bio-
logical tissues. Hence, as early as 1942 electrophysiologists were developing micrometer-
sized electrodes to determine, amperometrically, the concentration of dissolved oxygen in
animal tissues [3]. Subsequently, efforts moved on to the development of potentiometric
microelectrodes [4, 5], and it was not until the 1970s that the advantages of amperometry
at micrometer-sized electrodes began to be fully recognized, primarily for the ability to
perform voltammetry in vivo, especially in studies of neurotransmitters [6, 7]. Although,
previously, the electrochemical fraternity had frequently referred to microelectrodes, these
were in fact millimeter-sized electrodes; consequently, in order to avoid confusion the truly
micrometer-sized electrodes were denoted ultramicroelectrodes (UMEs) during the early
1980s [8–10].
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Martin Fleischmann had already toyed with the idea of submillimetric electrodes during
the late 1960s, but this was for potentiometric applications [11]. Subsequently, during the
early 1980s, he truly embraced the amperometric applications and over a ten-year period
went on to publish over 40 theoretical and experimental articles on the subject. Martin
Fleischmann’s experimental reports were essentially focused on the use of microelectrodes
in nonconventional media, where the amount of electrolyte was very small, for analy-
ses of the mechanism and kinetics of coupled chemical reactions, and for the study of
electrocrystallization and electrodeposition. Although his theoretical investigations were
broadly focused on the development of analytical expressions for steady-state amperom-
etry, chronoamperometry and even AC amperometry at microdisc electrodes [12–22], he
also applied the same mathematical insight to microelectrodes with other geometries, such
as the microring [12–16, 18–21, 23].

In this chapter, two areas are considered where the unique properties of microelectrodes
have had a significant impact: (i) the use of microelectrodes and arrays of microelectrodes
in electroanalytical studies (in foodstuffs, in concentrated industrial solutions, analysis
with minimal sample preparation), especially in combination with pulsed amperometric
techniques; and (ii) in scanning electrochemical microscopy (SECM; note that the acronym
is used for both the instrument and the technique).

12.1 The Contribution of Microelectrodes to Electroanalytical
Chemistry

12.1.1 Advantages of Microelectrodes in Electroanalysis

The advantages offered by microelectrodes in analytical chemistry have been evident since
the mid-1980s/early 1990s, when it was shown that simple analytical assays of electroac-
tive species could be performed directly (i.e., without prior preparation steps) in real
samples having different physical forms spanning from simple liquid systems to colloid
and semi-solid samples [24–35]. These possibilities derive from the unique properties of
microelectrodes such as: (i) the low ohmic drop; (ii) the high faradaic to capacitive cur-
rent ratio; (iii) the high rate of diffusion to the microelectrode in the steady state; (iv)
the rapid achievement of steady-state currents; (v) the requirement for only two-electrode
electrochemical cells; and (vi) a need for only small-volume samples essential for analysis
[1,2, 9,10]. The advantages offered by microelectrodes have been exploited in many fields
of electroanalysis, including environmental [36, 37], food [38], biomedical [39–41], and
material science areas [42].

The majority of measurements for electroanalysis with microelectrodes are recorded
under steady-state conditions by using either chronoamperometry (CA), linear sweep
voltammetry (LSV) or cyclic voltammetry (CV) [1, 2, 9, 10]. Moreover, to solve problems
related to the selectivity between species with similar redox potentials, pulsed techniques
such as differential pulse voltammetry (DPV) [1, 7, 43–45] and square-wave voltammetry
(SWV) [1, 45–49] have been employed. The use of the latter technique also minimizes the
influence of oxygen in aerated natural samples [47]. In order to enhance sensitivity in these
measurements, fast-scan voltammetry (FSV) [50] or the accumulation of analytes onto an
electrode surface has also been performed, in conjunction with stripping analysis (SA) [51].
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Table 12.1 Steady state and quasi-steady state equations for diffusion controlled currents at
microelectrodes of various geometries.

Microelectrode geometry Steady-state equation

Disc i = 4nFDc∗a, where a = disc radius
Hemisphere i = 2𝜋nFDc∗r, where r = hemisphere radius
Sphere cap i = knFDc∗a(4 < k < 2𝜋 ln 2), where a = radius of the base

microdisk

Cylinder i = 2nFADc∗

r0 ln(4Dt∕r2
0)

, where r0 = cylinder radius

Band i = 2𝜋nFADc∗

w ln(64Dt∕w2)
, where w = band width

i = steady-state current; n = number of electrons; F = Faraday constant; D = diffusion coefficient; c∗ = bulk concentration.
A = surface area

Fast-scan voltammetry has largely been developed for biological applications [50, 52], and
employs scan rates up to kV s−1. It has also been used for the detection of various anions
and cations on submillisecond timescales [32, 53–56].

Stripping analysis is probably one field where microelectrodes find the largest number
of applications [24–27, 29, 51, 54–56]. In particular, the enhanced mass transport to the
microelectrode surface by diffusion can obviate the need for convective mass transport
during the initial preconcentration step of the species to be analyzed on the electrode sur-
face. Similarly, an enhanced diffusion rate leads to current responses being less affected
by convective forces in flowing systems [51]. In fact, in quiescent solutions a steady-state
current is established in a relatively short time for microelectrodes with disc, shrouded-
hemisphere and sphere-cap geometries [1, 2, 9, 10]. In the case of microelectrodes which
are not small enough in all of their dimensions (as with cylinders and bands), the cur-
rent response attains only a quasi-steady state as the equations for their currents contain
time-dependent terms, even at long times [1, 2, 9, 10] (see Table 12.1). Mass transport
properties need also to be considered when optimizing analytical procedures, in order
to achieve the best performance in terms of reproducibility and preconcentration effi-
ciency for trace element analysis [51]. Natural convection, which may occur during rela-
tively lengthy preconcentration step experiments, has no effect on the stripping responses
at disc and sphere-cap microelectrodes [51], though some effects were observed with
microwires [51].

Because the ohmic drop has a minimal influence on voltammetric responses, the addi-
tion of supporting electrolytes to the solutions is often unnecessary [1, 2, 9, 10]. This helps
to avoids the contamination of samples by external chemicals when ultra-trace element
analysis needs to be performed, and also leaves the chemical equilibria unaltered. Conse-
quently, direct measurements of low-ionic strength samples or resistive media and speci-
ation measurements can be performed in a straightforward manner, without any need for
pretreatment [57, 58].

A lack of sufficient electrolyte in the media, however, makes the dependence of current
on the concentration of electroactive species nonlinear, and interpreting the results requires
that the migration of electroactive species/product must be considered [1]. Several reports
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and reviews have covered the theoretical problems related to the modeling of steady-
state voltammograms at microelectrodes without or with only dilute supporting electrolyte
[59]. Fundamental studies describing the combined effects of diffusion and migration
at microelectrodes have provided a greater understanding and have also facilitated the
prediction of amperometric experimental responses in complex systems, such as solutions
of polyelectrolytes, large polymer molecules with one or more ionic groups per monomer
unit, colloidal suspensions, and polymeric gels [59]. Moreover, migration coupled with
homogeneous equilibrium and voltammetry in undiluted liquid organic substances has also
been investigated from both theoretical and experimental points of view [59–64].

The further advantages of microelectrodes derive from their small size, such that micro-
electrode systems are highly suited to assaying extremely small sample volumes [42, 65],
and to detecting species on single biological cells [35] and biologically important analytes
in vivo (e.g., neurotransmitters) [66, 67]. Microelectrodes are also suitable for miniatur-
ization, allowing the development of portable analytical instruments for in-situ or on-site
measurements of trace elements [58].

Microelectrode arrays [1,2, 9,10, 36–38, 41] are especially attractive for analysis, as the
low current associated with a single microelectrode is amplified many times, sometimes by
several orders of magnitude. This means that instrumental difficulties in detecting very low
currents can be avoided while any benefits associated with the microelectrode configuration
will be retained. In order to achieve a steady state (or pseudo steady-state, depending on the
geometry of the single microelectrode), however, the dimensions of each electrode in the
array must be considered, as well as its shape and the interelectrode spacing. Theoretical
studies of arrays (or ensembles) of microelectrodes have been carried out to predict the
current responses and voltammetric profiles of microelectrode arrays of discs, recessed
discs, hemispherical, band and hemicylindrical, interdigitated configurations [28], and to
establish the optimal electrode packing density [51, 68, 69]. Because of the complexity of
these tasks, numerical simulations have often been used [68, 69].

12.1.2 Microelectrodes and Electrode Materials

Various geometries of bare solid microelectrodes fabricated from carbon, gold, platinum,
silver and silver–copper alloys have been used to detect a variety of analytes in synthetic
laboratory aqueous solutions, simulated real matrices (e.g., body fluids, saliva, sweat),
and also “real” samples such as natural waters, sediments, wine, distillates, foodstuffs
and pharmaceutical preparations [1, 2, 9, 10, 51]. Unfortunately, multielement analysis is
often complicated by the formation of intermetallics and multiple stripping peaks (due to
the formation of monolayers or multilayers, or of bulk metal deposits) [51]. In addition,
background currents from processes such as hydrogen evolution, oxygen reduction and
oxide formation/reduction often limit the application of microelectrodes in trace analysis
[51]. Mercury microelectrodes have been widely used in stripping analysis [51, 58], and
continue to be used especially for trace element analysis. For the latter applications mercury
is the material of choice, based on its well-known properties such as a very smooth surface
area and high hydrogen overvoltage [51], which also make mercury ideal for analyses in
the negative potential region in aqueous media [51]. Stationary mercury microelectrodes
are usually prepared by electrodepositing mercury onto metal microelectrode substrates
[51] such that, depending on the nature and shape of the substrate, the resulting mercury
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deposit will form either a uniform mercury film or randomly dispersed small droplets.
Carbon fibers, carbon microdiscs, platinum, gold, silver and iridium microdiscs and gold
microwires have most frequently been employed as substrate materials [51]. The mercury
deposit on inlaid microdiscs of materials that are wettable by mercury (i.e., Pt, Ir, Au, Ag) is
usually in the shape of a sphere cap, with its basal plane coincident with the original inlaid
disc [51]. Because of the well-known and controllable sphere-cap geometry, procedures
that do not require calibration have been proposed for determining various metal ions as
well as sulfide and other anions with mercury-coated platinum disc microelectrodes [51, 70,
71]. For in-situ applications, Nafion or gel-coated mercury microelectrodes are used [58]
to protect the mercury deposit against physical or chemical damage caused by chemical or
biological interferants. Gel-coated mercury microelectrodes are also useful for speciation
investigations [58].

Concern about the toxicity of mercury has stimulated the development of mercury-free
electrodes for voltammetric measurements. Subsequently, the use of mercury-coated metal
microelectrodes in stripping analysis led to a great reduction in the consumption of metallic
mercury [51], with such microelectrodes having been shown superior to other electrode
systems for some in-situ applications [72]. Since 2000, bismuth film electrodes (BiFEs)
have been used as an alternative to mercury electrodes [73]; these consist of a thin metallic
bismuth film electrodeposited onto a solid electrode from solutions containing bismuth
ions. Bismuth film microelectrodes (BiFμEs) have also been prepared (here, the substrate
material of choice is carbon fiber [73]) and fabricated on carbon microdiscs, carbon paste,
gold, copper and platinum microdisks [73]. Alternative electrode materials to address
the environmental problems related to the use and disposal of liquid mercury and dilute
amalgams include solid metal alloys and, indeed, microelectrodes of silver–copper alloys
have been proposed for use in stripping analysis for detecting species of biological interest
[51, 74]. Boron-doped diamond microelectrodes have also been used directly for analytical
applications, or as substrates for the deposition of Pt nanoparticles that are then used to
detect a variety of analytes down to parts-per-billion levels, by stripping voltammetry [75].
Solid microelectrodes have also been used to detect several metal ions by exploiting the
underpotential deposition phenomenon (UPD) [76] which, when used in conjunction with
stripping analysis, has advantages over bulk-metal deposition. In particular, because of the
limited amount of material deposited during UPD, the necessary preconcentration step is
often short-lived.

12.1.3 New Applications of Microelectrodes in Electroanalysis

12.1.3.1 Microelectrodes as “Electronic Tongues” in Food Analysis

The simultaneous multicomponent analysis in liquids is an important task in analytical
chemistry. Recently, so-called “electronic tongues” have emerged as an excellent alter-
native to traditional techniques for the evaluation of food quality and processes [77, 78].
Electronic tongue systems are based on arrays of low-selectivity sensors that are simulta-
neously sensitive to several components in the measured sample (cross-sensitivity). The
signals collected by these sensors are processed by means of pattern recognition tools [78] in
order to generate prediction models that allow classification of the samples and the quantifi-
cation of some of their physico-chemical properties. Several variants of electronic tongues
have been developed, including those using voltammetric techniques [78, 79]. Usually, the
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evaluation approach is based on the recording of an entire voltammogram in untreated sam-
ples, after which the entire voltammetric spectrum is evaluated by pattern recognition and
chemiometric procedures. Working microelectrodes based on both single microelectrodes,
and arrays there of, have been used to characterize wines and other alcoholic beverages
[80–82] and edible oils [83], all of which are low-polarity samples. In the latter case, in
order to provide a suitable conductivity to the media, small amounts of room-temperature
ionic liquids were added to the oils as supporting electrolytes. Electronic tongues based on
microelectrodes have also been developed to improve fuel quality control [84] and, in the
field of forensics, to discriminate gunshot residues [85], thus providing information about
the type of gun and ammunition used in a crime.

12.1.3.2 Microelectrodes for Detecting and Characterizing Metal Nanoparticles

Nanoparticles possess unique properties as a result of their size and shape, which makes
them especially valuable for specific functions in research and industry. Advances in
nanotechnology continue to offer many benefits to the fields of electronics, medicine and
energy production, as well as numerous consumer goods. However, the increasing number
of commercially available products containing metal nanoparticles, and the release of the
latter into global water and air systems, raises concerns with regards to the environment and
public health. In fact, recent studies have reported a significant toxicity of metal nanopar-
ticles to human cells and aquatic organisms [86]. Consequently, in order to assess the
risk posed by an increased exposure to metal nanoparticles, and their environmental fate,
suitable detection techniques have been developed, with electrochemical methods based
on nanoparticle collision with microelectrodes having found increasing applications in this
field [87–93]. Microelectrodes, because of their small surface area, limit the number of
metal nanoparticles that can interact with the active electrode surface, thus simplifying the
analysis of the electrochemical responses. Various detection strategies have been exploited
to obtain information on the concentration, size and degree of aggregation of nanoparticles.
For instance, Pt and IrOx nanoparticles have been detected electrochemically by their char-
acteristic current–time transients for a particle-catalyzed reaction due to an indicator species
(proton, hydrogen peroxide, water) present in solution [88–90]. Other detection strategies
are based on the impact frequency of metal nanoparticles with the microelectrode, which
is held at a constant potential where the oxidation process on the metal nanoparticle can
occur. Collisions are observed as sharp peaks with durations of 2–10 ms. The oxidation
charge involved in the peak is then used to obtain information on concentration, size and
degree of aggregation. This approach has been used for the detection of Ag, Ni, and Au
nanoparticles [91–93].

12.1.3.3 High-Surface-Area Microelectrodes in Electroanalysis

Microelectrodes with high real surface areas and well-defined periodic nanostructures have
recently attracted much interest because of their potential applications in electrocatalysis
and electroanalysis [94–96]. These electrode systems can be prepared, using templating
techniques, from lyotropic liquid crystalline phases of nonionic surfactants [94, 95]. In
particular, the normal topology hexagonal (H1) liquid crystalline phase has been used as a
template for the synthesis of mesoporous metal thin films via the electrochemical reduction
of metal salts dissolved in the aqueous domain of the liquid crystalline phases [119, 120].
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The pore diameters of the H1-Pt films reflect those of the liquid crystal structure, and
typically range between 2 and 5 nm. Depending on the thickness of the Pt films, which can
be controlled by the deposition charge, the real surface areas of the electrodes may be up
to two or three orders of magnitude greater than those of the bare electrodes. Nanoporous
microelectrodes with a high surface area and an open pore network have also been prepared
by a potential-modulated electrochemical alloying–dealloying procedure in ionic liquid
[97]. All of the above types of microelectrode are advantageous since, in spite of the
very large surface area, they retain the efficient mass transport characteristics of the bare
microelectrodes. These electrode systems have been employed for the detection of hydrogen
peroxide [98, 99], nitrite [97], oxygen [100, 101], formic acid [102], metal ions, such as
Cu, Ag, Pb [103] and Bi [104] via UPD-anodic stripping voltammetry, and glucose [105].
In the latter case, the mesoporous platinum microelectrodes were shown to display a high
performance towards the electro-oxidation of glucose, with low interference due to other
compounds (e.g., ascorbic acid) which undergo electro-oxidation processes in the same
potential ranges. Microsensors have also been created by electrodepositing mesoporous
Pd films onto Pt microdiscs, electrochemically loading the films with hydrogen to form
the α + β Pd hydride phase, and then switching to a potentiometric mode to monitor
pH [95].

12.1.3.4 Application of Microelectrodes to Concentrated Solutions for Investigations
in Real Industrial Liquors

Within the electroanalytical community, investigations of electrode processes by voltam-
metry are often performed in diluted solutions or in relatively simple (synthetic) media.
In this way, experimental results can easily be compared with theory, where models exist.
This dilution approach has often been extended to the study of industrial processes or the
monitoring of compounds in industrial electrolytes; information, however, can be lost or
distorted by the dilution process. Difficulties in carrying out voltammetric measurements in
real and industrial samples derive from the fact that such media often involve highly con-
centrated solutions of electroactive species and, consequently, high current densities; under
these conditions, conventional electrodes do not provide easy-to-interpret and reproducible
results. The use of microelectrodes allows data to be obtained free from any significant
IR drop.The good performance displayed by microelectrodes for such situations is briefly
illustrated with the following four examples:

• The electroreduction of copper(II) ions has been studied directly in refinery electrolytes
to obtain information on the rate of nucleation process at a series of gold microelectrodes
[106].

• A number of nickel-based electrocatalysts have been investigated as potential oxygen
evolution catalysts under conditions close to those met in modern, high-current density
alkaline water electrolysers. The catalysts were deposited onto nickel or stainless steel
microelectrodes as working electrodes [107].

• The reactions occurring at the cathode in the hydrodimerization of acrylonitrile to
adiponitrile have been investigated in conditions close to those applied in the com-
mercial electrolysis process [108].

• Using platinum microelectrodes, the content of acetic acid and free hydrogen ions,
which could come from sample adulteration, was monitored by steady-state voltammetry
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directly in diluted vinegar samples [109]. Because the approach is based on recording
linear sweep voltammetry and followed by the mathematical analysis of the responses,
the lack of significant effects due to IR drop made data analysis reliable.

12.2 Scanning Electrochemical Microscopy (SECM)

12.2.1 A Brief History of SECM

As a result of the very small steady-state diffusion layer thickness at their microelectrode,
Davies and Brink [3] were able to make localized amperometric recordings in biological
tissues with a spatial resolution of approximately 25 μm. Although localized potentiometric
measurements had been developed since the 1940s for probing localized corrosion events
[110–112], the concept of localized amperometric measurements remained dormant until
the mid-1980s when Engstrom and coworkers reported the use of a microelectrode to probe
the time- and distance-dependence of the concentration of a species involved in a redox
process at a larger electrode [113–115]. A few years later, this approach was coined the
substrate generation–tip collection (SG-TC) mode of SECM. Bard and coworkers were
the first to describe the use of a microelectrode tip held by a three-dimensional (3D)
micropositioning system as a scanning electrochemical microscope [116], and later coined
the acronym SECM [117]. The SECM evolved as a byproduct of two maturing fields,
namely scanning tunneling microscopy (STM) and electroanalytical measurements with
microelectrodes. Having quickly moved from surfaces under high vacuum to samples in
air and liquids, STM experiments were soon conducted with the sample surface under
potentiostatic control with the help of a bipotentiostat. This provided the trigger to turn
the tip of the STM into an electrochemical probe and record faradaic currents instead of
tunneling currents [116]. From this moment, the tip was behaving as a microelectrode and
no longer needed to be an atomically sharp cone. With the aid of micropositioners, faradaic
information could be recorded in one dimension by moving the tip in a direction normal to
the sample surface, thereby producing an approach curve or in two dimensions by rastering
the tip a few micrometers above the sample surface so as to produce an image of the tip
response from the combination of all the line scans. Alternatively, the SECM tip could be
used to perform a highly localized reaction by using it as a working electrode, and the
sample surface as the counterelectrode; this approach was coined “direct mode” SECM
[117]. The unique properties of the SECM were recognized with the development of the
feedback mode [118–120], where a redox mediator shuttles charges between the tip and the
substrate under diffusion control. In this mode, the SECM is akin to a microelectrochemical
radar as the tip remotely interrogates the sample–solution interface and senses the kinetics
of the regeneration of the mediator by the sample. The rate constant for this interfacial
process can be estimated by comparing an experimental approach curve with a family of
theoretical approach curves obtained from simulations [121]. The ability to sense the local
kinetics of the interfacial process can be exploited by rastering the tip over the sample so
as to produce a map of the tip current. In principle, this should yield the distribution of
electrochemical activity at the sample surface, but in reality the tip current results from a
convolution between the surface kinetics and the rate of mediator diffusion. As the latter is
heavily dependent on the tip–substrate distance, any variation in surface topography will
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affect the tip current and it will become impossible to decouple the surface kinetics from the
topography. The main approaches followed to circumvent this problem are briefly reviewed
in the next paragraph.

12.2.2 SECM with Other Techniques

In many cases, the electrochemical signal at the tip is not sufficient to assess the tip–
substrate distance independently from the interfacial process. In consequence, a variety of
instrumental concepts have been investigated to maintain the tip–substrate distance constant,
irrespective of the topography, and to operate the SECM in constant-distance mode. In
practice, another measurement is performed – either alternatively or simultaneously, and
usually with a separate sensor – to determine the tip–substrate distance and continually
to adjust the tip position along the z-axis while scanning along the x- and y-axes over the
sample.

12.2.2.1 Picking Mode

The picking mode involves using a hydrodynamic enhancement of the amperometric
response to control the distance [122]. This approach was attractive because it only required
an electrochemical signal from the tip, but was slow because the desired diffusion-controlled
feedback tip current could only be recorded after the tip had been retracted far away
(200 μm) then moved quickly (50 μm s−1) back towards the sample to reach a preset
convective enhancement of the current and, after a rest time sufficient for the signal to
decay to its steady state. Moreover, this sequence had to be repeated at every point along
the scan.

12.2.2.2 Tip Position Modulation

Tip position modulation with an autoswitching controller [123] was successfully employed
to record an SECM image under constant current, irrespective of the conducting or insulating
properties of the sample surface. This was made possible because the tip current increases
above its bulk value when approaching a conductor, but decreases below its bulk value
when approaching an insulator. While this approach is effective when imaging conducting
islands distributed within an insulating matrix (or insulating islands within a conducting
matrix), the detection loses sensitivity when the contrast in conductivity is not marked or
when the sample is complex, as would be the case with a porous surface.

12.2.2.3 Shear-Force SECM

Adapted from the technology implemented in scanning near field optical microscopy,
SECM with shear-force detection involves vibrating the SECM tip with a piezoelectric
actuator and recording variations in resonance frequency when the tip is within a few
hundred nanometers from the sample surface [124, 125]. This is a fast method when
operated in real time during the scan, but it is tricky to implement in practice. The tip must
be long and narrow to be appropriately flexible but, more importantly, the control loop
parameters need to be frequently adjusted as the resonance and shear force properties vary
with the tip dimensions, solution viscosity, and sometimes with the elasticity of the sample
surface. Moreover, the parameters need to be readjusted if the tip is removed for polishing.
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Several groups have nevertheless mastered this technique and report high-resolution SECM
images. Shear-force SECM instruments are currently sold by two research groups, but this
technology has not yet been implemented by the main instrument manufacturers. However,
this may change as Etienne et al. have recently reported an automated shear-force SECM
where the tip is polished at regular intervals during the scan, without loss of the control
loop parameters [126].

12.2.2.4 SECM with Atomic Force Microscopy

The performance of SECM experiments in association with atomic force microscopy (AFM)
is typically carried out using a commercial instrument. The concept involves converting
the AFM tip into an electrode to operate as the SECM tip, and using the force signal to
control its position above the sample surface [127–131]. The tip design (see discussion in
Section 12.2.3) is critical and its fabrication technically challenging; these points currently
limit the take-up of this method.

12.2.2.5 Intermittent-Contact SECM

Intermittent-contact SECM (IC-SECM) involves intermittently tapping the tip against the
sample surface and then retracting the tip a fixed distance before performing the SECM
measurement [132]. Whereas, shear-force SECM and AFM-SECM are difficult to imple-
ment and have been applied by only a few groups worldwide, IC-SECM is technically less
challenging and has recently been integrated into instruments manufactured by Uniscan
and commercialized by Biologic.

12.2.2.6 SECM with Scanning Ion Conductance Microscopy

SECM associated with scanning ion conductance microscopy (SICM) requires a double
tip, on one side of which is a conventional microdisc electrode and on the other side is
a narrow pipette filled with electrolyte and an electrode that measures ionic conductance
through the mouth of the pipette with respect to another electrode in the bulk solution.
When the pipette mouth is within one pipette tip radius away from the sample surface, the
conductance varies sufficiently to be used as a control signal to maintain the z-position of
the tip during the scans, thereby affording constant-distance SECM operations [133, 134].
This methodology is fast and apparently less-challenging to implement than shear force
SECM, but it requires the fabrication of double-barrel tips in which one channel is left
empty and the other is filled with a conventional microdisc.

12.2.2.7 SECM with AC Impedance

SECM with AC impedance relies on measuring the conductance of the solution between
the microdisc tip and the counterelectrode in the bulk of the solution. It was shown that
the conductance depends on the tip–substrate distance, in the same way as the diffusion-
controlled current, and this can be exploited to accurately position the tip [135]. This
approach has the merit of being applicable in the absence of a redox mediator, and is
convenient when the tip is operated as a passive probe [136]. This methodology has been
exploited by Wipf and coworkers to construct an AC-SECM capable of harnessing AC and
DC amperometric signals to record feedback images at constant distance with respect to



From Microelectrodes to Scanning Electrochemical Microscopy 233

the sample surface [137]. The AC signal is used to continually adjust the tip z-position,
so as to maintain the distance with respect to the substrate, while the DC signal is the
diffusion-controlled feedback current.

12.2.3 Tip Geometries and the Need for Numerical Modeling

Traditionally, SECM experiments have employed microdisc tips, but with thin insulating
sheaths in order to approach the substrate as closely as possible. One important consequence
of this is that diffusion round the corner of the insulating sheath contributes significantly
to the tip current [138], and two parameters are now required to define the geometry of an
SECM tip: a, the microdisc radius; and Rg, the radius of the glass, the latter being the most
common insulator. Rg typically ranges between 5×a and 10×a, and is a key parameter that
needs to be determined experimentally as it affects the magnitude of the limiting current
at all tip–substrate distances. In the bulk, the traditional expression for the limiting current
at a microdisc, iT,∞ = 4nFDc∞a, needs to be replaced by iT,∞ = 𝛽nFDc∞a, where iT,∞is
the tip current at infinite tip–substrate distance and 𝛽 is a parameter which reflects the
contribution of diffusion round the corner of the insulating sheath. Close to the substrate
the tip geometry also plays a major role, as thick insulating sheaths significantly hinder
the diffusion of redox species in and out of the tip–substrate gap. Other microelectrode
geometries have also been investigated and applied to SECM. For example, microring
tips [139] have found a particular niche in the SG-TC mode of SECM for the detection
of species generated under illumination. Typically, the tip consists of an optical fiber
coated with a thin metallic film; the former illuminates the sample while the latter collects
species generated under illumination. This approach has been used to screen arrays of
photocatalysts [140–143]. Microring tips have also been used to study oxygen reduction
catalysts in a tip generation–substrate collection–tip collection mode [144]. SECM with
sphere-cap tips fabricated by electrodepositing mercury films on microdisc tips have been
successfully applied and theoretically investigated [145]. The combination of SECM with
AFM has led to a variety of tip geometries, including fully conducting AFM cantilevers [127,
146], pyramidal conducting tips [128], a protruding AFM tip on the edge of a microdisc
electrode [147], AFM tips with integrated boron-doped diamond electrodes [148], AFM tips
surrounded by framed shaped electrodes [149], and partially insulated conducting conical
AFM tips [150–152].

Most SECM developments have been underpinned by numerical modeling of the tip
response for the particular tip geometry concerned, and for a range of tip-substrate distances.
In several cases, simulations have been used to produce approximate expressions to quantify
the magnitude of the tip current and predict the shape of the approach curves for the geometry
concerned [121, 138, 153–156]. While the simulations were initially “home-made” using
either finite difference or finite element numerical algorithms, most are now performed with
COMSOL Multiphysics, a commercial finite element solver with a library of discipline-
specific modules, including several for electrochemical processes. These simulations are
typically conducted in 2D domains assuming an axi-symmetric geometry, but a few have
been conducted in 3D domains devoid of symmetry [153, 157], and it is even possible to
simulate the SECM feedback image for a particular tip geometry and particular sample
surface [158].
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12.2.4 Applications of SECM

Scanning electrochemical microscopy has been exploited in a large number of applications
that are too numerous to review at this point. Hence, only a very small selection of studies
will be considered in this section, where the unique properties of SECM have been harnessed
in the most elegant ways to reveal hitherto unobserved phenomena.

12.2.4.1 SECM as a Tool for Imaging Chemical Reactivity

One of the most striking examples of the application of the concept of scanning electro-
chemical imaging with a redox mediator was the mapping of precursor sites for pitting on
Ti oxide layers [159–162]. The study results showed clearly the ability of the technique
to image a localized chemical process (in this case, a breakdown in passivation of the
oxide layer) before the onset of corrosion. It also showed that the choice of redox mediator
was key to obtaining the image, as the detection of precursor sites depended on the redox
potential of the mediator being positive of the conduction band-edge of the Ti oxide layer.
These studies also showed the unique capability of SECM to probe spatial- and potential-
dependent electron-transfer rates at semiconductor electrodes. The SECM has since been
employed to image a variety of interfacial reactions, including biological and chemical
processes [163–168]. Recently, the imaging capability was demonstrated on a large scale
with the use of flexible tip arrays [169, 170].

12.2.4.2 SECM as Tool to Provide Variable Mass Transfer Conditions

In many studies, the SECM is operated in a direction normal to the substrate, simply to vary
the rate of mass transport. Far away, the tip operates as an independent microelectrode and
its steady-state mass transfer coefficient, km,∞, is determined by the tip geometry. km can be
fine-tuned to values below km,∞ when approaching an inert substrate (hindered diffusion),
or to values above km,∞ when approaching a conducting substrate (positive feedback). In
effect, the SECM can be operated as an instrument providing a variable steady-state mass
transfer coefficient, akin to the rotating disc electrode but without the inherent problems
of hydrodynamically controlled systems. Several early studies made use of this property
to investigate heterogeneous and homogeneous kinetics [171]. This property was recently
exploited to unravel the effect of dissolved oxygen on the potentiometric response of Pd
hydride microdiscs [172].

12.2.4.3 SECM as a Tool to Investigate Lateral Charge Transfer

The technique has been used in several studies to probe how charges propagate at the
surface of the substrate, so as to sustain the charge-transfer process between the substrate
and the redox mediator. Mandler and Unwin [173] investigated lateral charge propagation
along ultrathin polyaniline layers (monolayer and multilayers) and demonstrated how the
transient mode of the SECM could be used to obtain the true rate of charge transport
within the molecular film. Subsequently, the same team developed an accurate SECM
methodology to extract the conductivity of thin films from feedback measurements [174].
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12.3 Conclusions

When Martin Fleischmann first began experimenting with microdisc electrodes he had to
rely on the dexterity of highly skilled glassblowers to prepare them, and the experiments
required great skill. Nowadays, the electrodes are commercially available in different mate-
rials and in sizes down to 5 μm radius, such that voltammetry at microelectrodes has
become a routine technique. Smaller radii do remain technically challenging and still need
to be homemade, however. Fleischmann also relied on his mathematical skills to develop
the theories needed to predict the microelectrode properties. Nowadays, simple commercial
simulation software (e.g., DigiSim or DigiElch) can be used to predict voltammograms,
chronoamperograms and impedance results for the microdisc under combinations of hetero-
geneous and homogeneous kinetics. These packages allow simulations involving complex
homogeneous reaction mechanisms to be easily computed in a matter of seconds on a
personal computer, without the need to write program codes. Simulations can even be
performed for complex 2D or 3D geometries using commercially available finite element
solvers, although the software requires good mathematics and physics skills. So, even
theoretical challenges arising from microelectrode arrays, recessed microelectrodes, or the
combined effects of migration and diffusion in 2D and 3D, can be computed without
programming knowledge.

By enabling measurements to be made in real solutions without the need for sample
pretreatment, microelectrodes have become routine electroanalytical tools in some areas of
research. However, a brief perusal of the electrochemical literature reveals that they are still
not as widely exploited as might have been expected during the early 1980s. Nonetheless,
this situation should evolve as the two main hurdles have been removed: (i) microelectrodes
are now commercially available; and (ii) basic microelectrode theories are now included in
all new electrochemistry textbooks. Microelectrodes have had a huge impact on interfacial
science by enabling SECM, which is now a mature field with commercially available
dedicated instrumentation. Indeed, SECM has allowed a number of fundamental studies
to be conducted and is now being exploited for applied investigations in corrosion and
materials science.

Overall, significant advances in experimental and theoretical electroanalytical chemistry
have been made as a result of the unique properties of microelectrodes. Martin Fleis-
chmann’s contribution in this area has been of great importance to these developments.
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On March 23rd 1989, Fleischmann, Pons and Hawkins [1] publicly reported the results of an
anomalous heat effect resulting from the intensive, electrochemical insertion of deuterium
into palladium cathodes occurring over an extended period of time. This was already a
well-studied system, and the SRI team, having worked on Pd/D2O for more than a decade,
was better positioned than most to judge this claim experimentally. If anomalous large heat
production was indeed present in palladium cathodes loaded electrolytically with D, then
the only possibility was that this occurred in the very high loading regime with the atomic
loading ratio D/Pd greater than about 0.8, where the system had been infrequently and
poorly studied. In the space available, the aim of this chapter is to focus on two details
of Martin Fleischmann’s final project: (i) the multithreshold materials constraints that
prevented easy reproducibility of the Fleischmann–Pons heat effect (FPHE); and (ii) the
brilliant, but largely not understood, implementation of the Fleischmann–Pons calorimeter,
designed to take advantage of positive thermal feedback.

Some readers of this book will consider that this chapter on cold fusion represents
Martin Fleischmann’s greatest scientific failure; however, the authors believe that this may
instead be one of the greatest contributions that Martin Fleischmann, along with Stanley
Pons, made to science [1, 2]. Unfortunately, early attacks on this field were vigorous,
even resorting to personal and unscientific criticisms [3–5], and progress in this field
has been slow because of the consequential lack of funding and the difficult problem
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of reproducibility of the experimental results. Furthermore, the publication of research
results on cold fusion soon became blocked by the editors of many scientific journals,
and this discouraged academic entry into the field. The apparent irreproducibility is likely
a materials problem, because results seem to depend on the palladium source and the
metallurgical methods that were used in its preparation. Nevertheless, many research groups
in various countries have now reported excess enthalpy effects for the Pd/D system [3–5].
The main nuclear reaction product that correlates with the excess enthalpy was found to
be helium-4 [6–9]. Smaller amounts of other nuclear reaction products include tritium
[10–12], neutrons [13, 14], radiation [3, 7, 15], and elemental transmutations [3–5]. There
have been eighteen international conferences on cold fusion (ICCF) beginning in 1990 with
alternating locations in the US or Canada, Europe and Asia.

Those of us who worked with Martin Fleischmann likely remember him for different
aspects of his multifaceted personality and extreme scientific diversity. For the authors of
this chapter, his major accomplishment was the discovery of anomalous heat effects in the
electrochemical palladium deuterium system (Pd/D). Few would have had the vision to see
such a possibility, the courage to pursue it, and the skill to test it. These anomalous effects
were and are consistent in magnitude with excess enthalpy production by nuclear reactions.
These are several orders of magnitude larger than can be explained by chemical reactions
or lattice storage energy.

Initially called cold fusion,1 this usage generated both confusion and hostility, and was
in any case premature.2 This field of endeavour, unveiled by Martin Fleischmann and
Stanley Pons [1, 2], has broadened substantially in 25 years of research and is now known
by several acronyms. The general classification of this field is Condensed Matter Nuclear
Science (CMNS), and an electronic journal of that name is often used to publish papers in
this field. This CMNS name highlights the observation, first suggested by Julian Schwinger
[16], that nuclear reactions take place differently in a metal lattice than in free space.
This chapter will be confined mostly to a discussion of the FPHE, a term which signifies
anomalous excess heat production from electrochemical and gas-phase experiments in the
Pd/D system. An attempt will be made in this chapter to demonstrate the consensus of
the CMNS community that the FPHE is both anomalous and real, is nuclear in origin, has
associated products that are quantitatively and temporally associated with the anomalous
enthalpy, and results in products unique to nuclear reactions. As expected by Schwinger, the
product distributions are not those of hot fusion and give rise to the possibility of practical
energy production. Several dozen theoretical approaches are being actively developed, but
none offers a clear and complete explanation for all observations. Martin Fleischmann often
stated that a major reason for his study of the Pd/D system was to find experimental results
that could only be explained by quantum electrodynamics (QED) and not by quantum
mechanics. This led to his close relationship with Giuliano Preparata, who proposed an
early theory for the FPHE that was based on QED [17] and correctly predicted helium-4 as
the main fusion product [17].

1 The term “cold fusion” was originally adopted to describe muon-catalyzed fusion.
2 The original 1989 manuscript title contained a question mark “—cold fusion?”. The word “fusion” was an unfortunate choice
because high-energy and particle physicists reserve this historic term for well-known reactions that are not the same as those
observed in the Pd/D system.
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13.1 The Reproducibility Issue

While the lack of reproducibility in Pd/D experiments certainly makes the advancement of
this science much more difficult, it does not mean that the FPHE is due to experimental
errors. For example, the semiconductor field encountered a similar problem that persisted
until the role of impurities was properly understood and the harmful impurities eliminated.
Perhaps impurities in the palladium also play a critical role. The summary of the US Navy
Laboratory (NAWCWD) at China Lake [18] shows that the FPHE was observed in 17 out
of 28 experiments using palladium material from Johnson-Matthey. Also, palladium-boron
(Pd-B) produced by the Naval Research Laboratory (NRL) gave excess enthalpy in seven
out of eight experiments [18]; in contrast, palladium from other sources produced excess
heat in only two of 24 experiments. Experiments at SRI also showed that the success
rate varied greatly with the source of the palladium, with the most successful early set of
experiments being performed with the most impure material [19].

Fleischmann and Pons had good success in the production of excess enthalpy using
Johnson-Matthey palladium up until about the time of their 1989 announcement. However,
at about this time Johnson-Matthey made a major change in their method of producing
palladium, and this newer material was very poor for obtaining the FPHE. In private
conversations, as well as in a later publication [20], Martin Fleischmann revealed that
the good (or type A) Johnson-Matthey palladium was made under a cracked ammonia
atmosphere [20]. The melting of the palladium under this H2 + N2 atmosphere likely
resulted in H2 reacting with any oxygen impurity in the palladium and removing it as H2O
vapor. However, this cracked ammonia atmosphere was no longer used when Johnson-
Matthey changed their method of manufacturing palladium. The high success rate at China
Lake for the NRL Pd-B material can also be explained by an oxygen removal mechanism.
During arc-melting of the Pd-B material under argon, any oxygen in the palladium would
react with the boron present to form B2O3, and this lower-density product would rise to the
surface and skim off the top of the molten palladium.3

13.2 Palladium–Deuterium Loading

Directly related to the reproducibility issue is the requirement of high loading of the
palladium with deuterium during electrolysis in heavy water. McKubre and others have
shown that no excess power was produced with Pd wire cathodes until the D/Pd atomic
ratio reached 0.85, or higher. Furthermore, the excess power production increases rapidly
to large values above this 0.85 threshold. This effect of the D/Pd loading ratio on excess
power production was reported simultaneously and independently by McKubre [21] and by
Kunimatsu [22] at a conference in Japan in 1992. For bulk pure palladium wire cathodes,
such as those used by Fleischmann and most early replicators, the problem is compounded
by the multithreshold nature of the FPHE. Not only does initiation of the effect require
D/Pd loadings rarely achieved before 1989, but these loadings must also be maintained

3 Assuming that the palladium metal is a critical factor for the anomalous FPHE, it is not possible to make two palladium cathodes
with exactly the same atomic arrangements, impurity levels, etc. Therefore, two “identical experiments” cannot be carried out.
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for hundreds of hours in the presence of threshold current densities of 100 mA cm−2 or
larger, well beyond the current density of maximum loading.4 Very few bulk Pd samples
are capable of sustaining high loading, because of the mechanical damage caused by
mismatched lattice expansion and the formation of internal voids filled at equilibrium with
D2 at high gas pressure. Electrochemical damage of the interface and the build-up of surface
impurities also tend to reduce the maximum loading achievable by a particular sample with
time. Of equal importance, surface damage and poor interface conditioning and control,
reduces the flux of deuterium through the interface. The magnitude (but not direction) of
this flux is now known to be proportional to the magnitude of the excess heat effect as
expressed in the following empirical equation [23].

PX = M(x − x◦)2 (i − i◦) |iD| at t > t◦ (13.1)

where PX is the excess power, x = D/Pd, x◦ ∼ 0.875, i is the electrochemical current density
for the cathode, iD is the absorption deuteron flux through the surface expressed as current
density (2–20 mA cm−2), and t◦ > 20 times the deuterium diffusional time constant in the
cathode [23].

The failure to meet one or more of these threshold conditions provides an easy explanation
for important early failures to reproduce the FPHE. Large significance was attached to early
null heat results reported by a small number of groups at prestigious institutions. In light
of the discussion above, it is useful to see whether these experiments – as well as other
early experiments – were operated in a relevant regime. Perhaps the most cited early result
reporting no anomalous effects was that of Lewis et al. [24] from Caltech, in which they
stated that “D/Pd stoichiometries of 0.77, 0.79, and 0.80 obtained from these measurements
were taken to be representative of the D/Pd stoichiometry for the charged cathodes used in
this work.” Also widely cited is the early null result of Albagli et al. [25] from MIT, who
suggested that “ . . . average loading ratios were found to be 0.75 ± 0.05 and 0.78 ± 0.05 for
the D and H loaded cathodes, respectively.” The Caltech and MIT reports of no excess heat
effects are noted in Figure 13.1 in a histogram illustrating a number of early SRI and ENEA
(Frascati) experiments producing positive excess power results as a function of maximum
loading achieved.5

Even lower loading results were estimated by Fleming et al. [26] at Bell Labs in another
report of no excess heat. In this case, the authors stated that “ . . . the degree of deuterium
incorporation was comparable to that for the open cells for the same time duration. The
amount incorporated in longer electrolysis experiments was typically PdDx (0.45 < x <
0.75).” From what is known today (and as clearly shown in Figure 13.1), none of the cells
in any of these cited studies would be expected to evidence any excess heat. In addition to
insufficient loading, commonly the duration of the experiments were too short, the current
density stimuli were too low and/or the deuterium flux was not measured. None of the
criteria of Equation 13.1 was shown to be met, and at least two demonstrably were not
met. In hindsight, it is evident that the authors were victims of “unknown unknowns”, and

4 The current density of maximum loading for D into Pd cathodes is between 15 and 25 mA cm−2 in 0.1–1.0 M LiOD solutions
typically used in these experiments.
5 Fleischmann and Pons were well aware of the significance of loading and the need to measure it, and they did so by means of
the cathode overvoltage. Since it is now clear that the FPHE occurs at or near the cathode surface, this measurement is possibly
more relevant than the average loading inferred from bulk resistivity measurements, but requires experienced interpretation.
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perhaps “undue haste” – but this is understandable in the circumstances of 1989. What
is important is that these experiments are recognized for what they are, not what they are
not. They are important members of the experimental database that teaches us under what
conditions one encounters the FPHE. They are not any part of a proof of nonexistence;
absence of evidence is not evidence of absence.6

13.3 Electrochemical Calorimetry

There was never a significant problem with the isoperibolic Dewar calorimetric cell used
by Fleischmann and Pons (F–P), but possible errors were often proposed by critics as an
explanation for their excess enthalpy measurements [24,25]. However, improvements were
made over time that increased the accuracy of the calorimetry and reduced the error to only
±0.1 mW [27]. It should be noted that significant calorimetry problems have been identified
for several important groups that failed to find excess enthalpy production [28–30].

The Fleischmann–Pons studies of the Pd/D system required very accurate measurements
over long time periods for the cell voltage (E), the cell current (I), the cell temperature
(T), and the bath temperature (Tb). The limiting accuracy for the calorimetry is dictated by

6 The NAWCWD group at China Lake (formerly NWC) reported no excess heat effects for various experiments until September
of 1989, and they were listed with the unsuccessful Caltech, MIT, and other groups in the November, 1989 DOE ERAB Panel
Report.
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the temperature measurements which were measured to within ±0.001 K by Fleischmann
and Pons [27, 30] using carefully calibrated thermistors. Fleischmann considered the cell
to be a “well-stirred tank,” and the calorimetric error limit could be estimated from the
error in the temperature measurement. For example, if the temperatures being measured
differ by about 10 K for the cell and bath temperatures, then the ±0.001 K error in the
temperature measurements gives a minimum calorimetric error of ±0.001/10 or ±0.01%.
For an input power to the cell of 1000 mW, the goal for the minimum error in the excess
power measurements should be ±0.1 mW. This was Fleischmann’s thinking, and this was
the calorimetric accuracy that he eventually achieved [27]. The MIT calorimetry [25]
measured temperatures only to within ±0.1 K, and therefore their minimum calorimetric
error in excess power measurements would be a much larger value of ±10 mW [29, 30].
A number of other errors in the MIT calorimetry increased their error to about ±50 mW
[25, 29]. Nevertheless, it is likely that no excess power was actually present in the MIT
experiments because they did not reach the required threshold for D/Pd loading.

A stirring problem was the first proposed error source for the Fleischmann–Pons Dewar
calorimetry, and this was claimed to be the authoritative explanation for the reported excess
enthalpy [4, 24]. However, to obtain a “well-stirred tank,” Fleischmann and Pons used
Dewar cells of small diameters. The three F–P Dewar cells used extensively by one of
the present authors (M.H.M.) at the New Hydrogen Energy (NHE) laboratory in Sapporo,
Japan, had an inner diameter of only 2.5 cm. The height of these cells was 25.0 cm, with the
top 8.0 cm silvered to give a well-defined surface area for heat transport by radiation [31].
Because of the Dewar vacuum, the outside diameter of these cells was 4.2 cm. The two
thermistors in each cell were well-separated in locations, and both gave similar results. For
cells operating at currents of 50 mA or higher, it could be observed visually that these Dewar
cells were indeed “well-stirred” by the electrolysis gases. Fleischmann presented a video
to an overflow audience at the May Electrochemical Society 1989 meeting in Los Angeles,
showing that a drop of phenolphthalein added to a working electrolysis cell containing a
D2O + LiOD solution gave an intense red coloration that was thoroughly mixed in a matter
of seconds [4]. These visual observations inside the calorimeter were a major advantage
for the Fleischmann–Pons Dewar cells. In private conversations, Fleischmann stated that
more than 10 thermistors had been used simultaneously in various locations in his Dewar
cell, and they all provided the same calorimetric results. A major problem for stirring,
however, was described for the short and fat calorimetric cell used by Caltech, that even
required the use of a magnetic stirring bar [24]. It stands to reason that Fleischmann and
Pons made great strides in perfecting their calorimetric cells and modeling equations over
several years of research prior to their 1989 announcement. During the short-lived frenetic
activity following the 1989 announcement, it would be quite unexpected that any other
research group could match the calorimetric accuracy of Fleischmann and Pons.

13.4 Isoperibolic Calorimetric Equations and Modeling

Fleischmann had great skills in mathematics and the modeling of systems used throughout
his research programs. This was also true in cold fusion, but unfortunately most scientists
could not, or did not, follow his footsteps into the mathematical forest that led to a new and
accurate calorimetric system for the study of electrochemical reactions. Even today, only
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a few scientists fully understand Fleischmann’s equations, modeling, integration and data
analysis methods that provided a calorimetric accuracy of ±0.01%.

The isoperibolic Dewar calorimetry and equations developed by Fleischmann and Pons
remain relevant today because this accurate electrochemical calorimetry could be applied to
the investigation of the thermal behavior of a wide range of electrochemical reactions, espe-
cially irreversible processes. Thus, the understanding and adoption of this electrochemical
calorimeter concept remains important both for the Pd/D system and elsewhere in science.
The detailed discussions of Fleischmann’s calorimetry are found mainly in US Navy reports
[31–33] because the length and subject matter prohibited publication in scientific journals.

The modeling equation developed by Fleischmann and Pons [2] for isoperibolic calorime-
try can be represented by Equation (13.2) [30, 34, 35]

Pcalor = PEI + PX + PH + PC + PR + Pgas + PW (13.2)

where PC = −kC (T − Tb), PR = −kR (T4 − T4
b ), and T and Tb are the cell and bath

temperatures, respectively.
This equation represents the First Law of Thermodynamics as applied to electrochemistry

in terms of power (watts), where the thermodynamic system is the calorimetric cell. This
equation can occupy nearly a full page if each term were fully expressed mathematically
[2, 31, 33]. Only a very limited discussion can be given here. The net power that flows
into and out of the calorimetric system (Pcalor) is determined by the electrochemical power
(PEI), excess power (PX), the internal heater power (PH), the heat conduction power (PC),
the heat radiation power (PR), the power carried away by the gases evolved (Pgas), and the
power due to pressure–volume work (PW). Each power term is a function of time (t) such
as Pcalor = CpM dT/dt ; thus, Equation (13.2) is a nonlinear, inhomogeneous differential
equation that can be used directly or numerically integrated for greater accuracy. Equation
(13.2), originally developed by Fleischmann and Pons, has not been challenged, yet many
groups reporting calorimetric results have ignored important terms [28–30].

13.5 Calorimetric Approximations

Although Fleischmann preferred to use the full calorimetric equation [Equation (13.2)]
in order to measure the excess power as accurately as possible, he also provided useful
approximations that greatly simplify the mathematics. A lower bound heat transfer coeffi-
cient, k’R or k’C, should first be calculated by assuming PX = 0. For the Dewar calorimeter
with heat transfer mainly by radiation, Equation (13.2) becomes

Pcalor = PEI + 0 + PH + PC − k′R f (T) + Pgas + PW (13.3)

where f(T) = T4 − T4
b , and k’R is smaller than the true coefficient, kR, when PX > 0. The

simple subtraction, Equations (13.2) and (13.3), yields [31, 34]

PX = (kR − k′R)f (T) (13.4)

Similarly, for a calorimeter with heat transfer mainly by conduction

PX = (kC − k′C)ΔT (13.5)
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where ΔT = T − Tb. All other terms are subtracted out without making any other assump-
tions. For control systems such as Pt/D2O with no significant excess power, the lower bound
heat transfer coefficient should always be nearly equal to the true heat transfer coefficient.
For an active Pd/D2O system, the lower bound heat transfer coefficient will vary with the
amount of excess power and will always be less than the true heat transfer coefficient.
Controls are critical for accurate calibrations of the calorimetric systems. It is not possible
to calibrate a system when an unknown excess power is present, and this has been a source
of confusion about the accuracy of this isoperibolic calorimetry [20, 31].

13.6 Numerical Integration of Calorimetric Data

It is well known from chemical reaction kinetics that it is much more accurate to use the
integrated equations rather than the differential rate equations. This also applies to Equation
(13.2) for electrochemical calorimetric studies. Fleischmann stated that many scientists did
not understand the difference between differential and integral calorimetric coefficients and
the disadvantage of differentiating “noisy” data as compared to integrating such data [32].
However, even today, no research group, except for Fleischmann and Pons, has exploited
the advantages of integration methods applied to Equation (13.2).

The±0.1 mW accuracy of the Fleischmann-Pons Dewar calorimetry requires temperature
measurements accurate to ±0.001 K, the use of several averaging methods for the data, the
casting of the calorimetric equation into a straight-line form, and the numerical integration
of the calorimetric differential equation [27, 30–34]. The trapezium rule, Simpson’s rule
and the mid-point rule have all been used to carry out the numerical integrations, but the
trapezium rule is generally used [31–33]. Fleischmann’s straight-line method begins with
the calorimetric Equation (13.2) expressed as

CpMdT∕dt = −kRf (T) + Pnet + PX (13.6)

for Dewar cells where PR ≫ PC and where Pnet = PEI + PH + Pgas + PW, and f(T) = T4 –
T4

b . Rearrangement of this differential equations yields

(Pnet + PX)dt∕f (T)dt = CpMdT∕f (T)dt + kR (13.7)

Let y = (Pnet + PX)dt / f(T)dt and x = dT/f(T)dt, where y has units of WK−4 and x has units
of K−3s−1. This gives a straight-line form for the differential equation

y = CpM x + kR (13.8)

The substitution x = x′/CpM′, where CpM′ is an estimated value for CpM, gives y, x′ and
kR the same units (WK−4), thus

y = CpM x′∕CpM′ + kR (13.9)

Multiplying Equation (13.8) by 109 removes the large exponents for each term, and numer-
ical integration over a selected time period yields

109 [y] = 109 CpM[x′]∕CpM′ + 109 kR (13.10)

where [y] and [x′] represent numerically integrated values for these variables. At [x′] =
0, 109 kR equals the intercept value. It should be noted that the integral of f(T)dt can be
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Figure 13.2 Straight line from backward integration of calorimetric data.

evaluated separately between the selected time of t and t2. Also, the integral for dT is simply
T − T2 [31].

An example of the straight line obtained from the backward integration of the calorimetric
data for a platinum/D2O control experiment is shown in Figure 13.2. This line is in the form
of Equation (13.10), and Figure 13.2 shows the left-hand side (LHS) versus the right-hand
side (RHS). The line intercept at x = 0 yields kR = 0.62085 × 10−9 WK−4, and the slope
of this line yields CPM = 341.1 JK−1 [27, 34]. This cell was run at a current of I = 0.2000
A for 16 days using two-day cycles and refilling the cell with D2O at the beginning of
each cycle [27]. Many other examples of these methods are given elsewhere [27, 30–34].
However, the mathematical steps provided here of exactly how this was achieved is not
reported in any of Fleischmann’s publications. The calculation of various types of radiative
heat transfer coefficients has also been reported by Fleischmann [27, 31–34]; these include
differential, integral, lower bound, and true coefficients investigated over different time
periods [27, 31–34].

An advantage of the straight-line method shown in Figure 13.2 is that possible errors
from CpM are eliminated at [x′] = 0. The slope of the straight line is CpM/CpM′, and is
near unity when a good estimate of CpM′ is used. The actual heat capacity value is given
by CpM = (slope)(CpM′). Various integration methods have been reported by Fleischmann
[27, 31–34], but backward integrations from the midpoint of the two-day cycle (t2), through
the heating pulse, to near the beginning of the cycle (t), gives the best results. Furthermore,
the kR value obtained is for the mid-point of the two-day cycle and is not affected by any
errors in the value for CpM. Fleischmann’s straight-line method assumes that the excess
power (PX) is zero or constant over the selected time period. It is not possible to accurately
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calibrate any calorimetric system when the excess power is changing, and thus control
experiments such as Pd/H2O or Pt/D2O are essential [20, 31–34].

13.7 Examples of Fleischmann’s Calorimetric Applications

The most detailed discussions of Fleischmann’s application of his calorimetric methods are
contained in three US Navy reports [31–33] that include a simulation of his calorimetry
[32]. Two of these reports [31, 33] involved a study conducted by one of the present authors
(M.H.M.) at NHE in Japan using a Fleischmann–Pons Dewar calorimeter and a Pd-B
cathode (prepared by Dr M.A. Imam at the NRL). The results of this Pd-B data analysis
by Fleischmann are shown in Figure 13.3 in terms of the excess enthalpy for each day.
The average excess power can be readily calculated; for example, 40 000 J day−1/86 400
s day−1 = 0.463 W. The dimensions of this Pd-B rod was 0.471 cm diameter and 2.01 cm
length (A = 3.15 cm2; V = 0.350 cm3). The actual experimental measurements for key
portions of this experiment are given in the NRL report [31], and the entire experimental
data set from this Pd-B study has been made available for analysis by other groups. As this
was a larger Dewar cell, both kR and CpM are larger than in Figure 13.2.

Many features of this experiment are similar to results for other Pd/D experiments,
such as “positive feedback” (an increase in the rate of excess enthalpy generation with
temperature) and several examples (Days 26 and 69) of “Heat-after-Death” (a persistence
of an excess power effect when the current is lowered or turned off). The cell contents
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evaporated to dryness on Day 68 (not shown in Figure 13.3), and the rate of excess enthalpy
generation rose to nearly 10 W [31, 35, 36]. The visual observation of the furious boiling
and swirling of the electrolyte was centered at the Pd-B cathode at this time, and this
observation suggested that the cathode was the hot spot in the cell [31].

The experimental data following the evaporation to dryness (Days 68, 69) showed a
continuation of excess power that gradually decreased, as would be expected for a process
controlled by a diffusional relaxation time for deuterium inside the palladium. The cooling
of this cell was also slower than expected, and there was at least one period (Day 69) during
which the cell contents reheated with no applied electrochemical or heater power [31, 33].
Illustrations of these effects are shown in Ref. [31] (Figures A22, A23, and A24).

There was a striking difference in this Pd-B study that has not been observed with pure
palladium cathodes. This was the very early development of the excess power and “positive
feedback” effect. This excess power was likely present even on Day 1 because the measured
enthalpy for the exothermic charging of the Pd-B material with deuterium was significantly
larger than expected [31, 33]. These effects became more obvious on the first application of
the heater power (0.2500 W on Day 3) [31, 33, 35,36]. This can be seen simply by the fact
that the cell temperature baseline does not relax back to the expected baseline following
the end of the heater application (see Figure 1 of Ref. [35]). This temperature baseline for
the cell is a simple method for detecting any significant changes in the excess power [31,
33]. For example, it has often been observed that the cell temperature for an active Pd/D
cell will increase despite a decreasing input power to the cell. One of Fleischmann’s goals
in measuring small effects was to study conditions for the initiation of the larger FPHE.
Although it is not known why the excess power appears early for the Pd-B material, this
material was found to have two distinct phases of the same cubic structure [31, 35], and
perhaps one phase reaches the required loading much quicker than the other phase. It was
also observed that the deuterium de-loading process was much slower for the Pd-B material
so that the palladium bulk acts less effectively as a deuterium sink. Two US patents have
been granted for this unusual Pd-B material [37].

The small negative enthalpy for Day 61 (−436 J or −5.0 mW) in Figure 13.2 was
troublesome for Fleischmann because it violated the Second Law of Thermodynamics.
This was later explained, however, by the neglected PW = −RT (0.75 I/F) term that became
significantly more negative on Day 61 (−22.3 mW) due to the large cell current (1.000
A) and high cell temperature (345.4 K) on that day. However, it is strange that the excess
power suddenly decreased to near zero on Day 61 and then quickly recovered to yield
17 200 J of excess enthalpy or 0.199 W of average excess power for the following day
(Day 62). The peak excess enthalpy production prior to the boil-off was 41.0 kJ on Day 67
(0.475 W) with a cell current of 1.000 A. High excess power production is generally found
for cells operating above a threshold temperature of about 60 ◦C [32, 33]. This condition
was reached for only the later portions of this experiment (Days 46–52, 55, and 60–68).

A second detailed example of Fleischmann’s calorimetric application was given for a
control study using a platinum cathode in place of palladium in 0.1 M LiOD + D2O [27,
34]. The small excess power measured (1.1 ± 0.1 mW) for a cell input power of 0.8 W was
attributed to the electrochemical reduction of the oxygen generated in the cell [27, 34]. This
result supports other studies that show that recombination of D2 and O2 is not an important
factor at the high currents used in these electrochemical cells [31, 38]. An attempt was
made to publish these results in a major journal in 2007, but despite recommendations
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for publication by two of the three reviewers, the journal editor concluded: “Since The
Journal of Physical Chemistry has a broad audience, I feel this work is not appropriate
for the journal. I have decided to reject your paper”. One would think that a new and
accurate calorimetric method for electrochemical processes would be a valid topic for a
journal that covers physical chemistry. This letter from the editor, dated September 4, 2007,
likely marked Fleischmann’s final attempt at publishing his electrochemical calorimetry
in a major journal. The reported result of 1.1 mW, nevertheless, is in good agreement
with both theoretical calculations and experimental measurements for recombination in an
electrochemical cell operating at 0.2000 A for D2O electrolysis [38].

13.8 Reported Reaction Products for the Pd/D System

13.8.1 Helium-4

Fleischmann and Pons were actually the first to observe the production of helium-4 in the
Pd/D system [4]. However, due to the extensive criticism of their 1989 announcement, they
did not want “ . . . to open another front” for attacks on their work, and so their measurements
of helium-4 were never officially reported. The first reported experiments correlating the
calorimetric excess enthalpy and helium-4 production were conducted by Miles in 1990 at
the Naval Weapons Center (now NAWCWD) in China Lake, California, and the helium
measurements were performed under the supervision of Bush at the University of Texas
[6–8]. The presence of helium-4 was observed in eight out of nine effluent gas samples
collected during the presence of excess heat [7, 8]. No helium-4 was observed for six out
of the six samples of effluent gas for a Pd/H2O control study. Measurements were also
conducted for helium-3 in these studies, but none was detected [6]. In summary, for all
experiments conducted by Miles at NAWCWD, 12 out of 12 produced no excess helium-
4 when no excess heat was measured, and 18 out of 21 experiments gave a correlation
between the measurements of excess heat and helium-4 [8, 18]. Three of the experiments
that produced helium-4 were conducted under “double-blind” rules [8, 18]. An exact
statistical treatment for all experiments shows that the probability is only one in 750 000
that the China Lake set of heat and helium-4 measurements could be this well correlated
due to random experimental errors [18]. Furthermore, the rate of helium-4 production was
always in the appropriate range of 1010 to 1012 atoms per second per watt of excess power
for D + D or other likely nuclear reactions [8, 18].

An early confirmation for the correlation of excess heat and helium production in the Pd/D
system was reported by McKubre and coworkers at SRI [9]. Several different experiments,
using three different calorimetric methods, gave a strong time correlation between the rates
of heat and helium production [9]. The production of helium-4 was also observed in sealed
cells containing a Pd-C catalyst and D2 gas where the helium increase exceeded the amount
of helium-4 in room air [39]. There are a number of other reports of helium-4 production in
Pd/D systems [3], including those of Gozzi in Italy [40], DeNinno in Italy [40], and Arata
in Japan [41].

13.8.2 Tritium

There exist many reliable reports of tritium production in cold fusion experiments for
the Pd/D system [3–5]. However, the amounts of tritium production are always too small
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to explain excess heat events. Three of the earliest reports of tritium production were
by Bockris of Texas A&M [10], Storms of Los Alamos National Laboratory [11], and
extensively by various workers operating independently at the Bhabha Atomic Research
Center (BARC) in India [42]. Extensive experiments at the SPAWAR US Navy laboratory
over many years on the Pd/D system have produced various nuclear products, including
tritium [12]. A summary of tritium production lists more than 60 other reports of tritium
production in the Pd/D system [3]. An unusual result is that the tritium to neutron ratio in
cold fusion experiments is at least 106 [3], also confirming Schwinger’s early declaration
that “ . . . the circumstances of cold fusion are not those of hot fusion” [16].

13.8.3 Neutrons, X-Rays, and Transmutations

Despite the many experiments designed to detect neutrons, their production in the Pd/D
system has been difficult to prove [3, 4]. This problem is explained by the small neutron
production rate of 5–50 s−1 W−1 in active Pd/D cells reported by Pons and Fleischmann
in 1992 [13]. Recent studies at the US Navy SPAWAR laboratory have reported significant
evidence for neutron production using CR-39 integrating detectors [14]. These experiments
used codeposition methods, where both Pd and D are deposited onto a substrate from a
PdCl2 + LiCl + D2O solution [12]. The Navy SPAWAR CR-39 results also gave a low
neutron production rate of 2.5 cm−2 s−1, and it would be difficult to measure this low
neutron flux using real-time detectors (P.A. Mosier-Boss, personal communication; see
also Ref. [14]).

There are many reports of X-ray production in the Pd/D system [3], including studies at
China Lake [7], SPAWAR [15], and Mitsubishi [43]. There are also reports of anomalous
high counts from Geiger–Mueller (GM) detectors placed near Pd/D2O electrolysis exper-
iments. For example, many periods of high counts up to 73 𝜎 were measured at China
Lake during Pd/D2O electrolysis experiments, while the counts were always normal during
control studies using Pd/H2O or when no electrolysis experiments were running [44].

Transmutation continues to be an active area of study for the Pd/D system [3], but
because of possible contamination and molecular ion interferences this area is even more
controversial than the excess heat found in cold fusion experiments. Among the leading
contributors to transmutation results is the team at Mitsubishi Heavy Industries in Japan,
led by Iwamura [45]. Transmutation results generally report the detection of new elements
such as copper or zinc that were not initially present in the system [3]. Occasionally, these
are reported with non-natural isotope distributions, but technical challenges make these
results less certain than the heat, helium, and tritium results.

13.9 Present Status of Cold Fusion

The final field of study left to the world by Fleischmann entered its twenty-fifth year in 2014.
If it proves to be not only right but also practical, this will likely be the greatest contribution
that Fleischmann has made to science and the world. The FPHE, the production of enthalpy
at levels consistent with nuclear but not chemical reaction, from palladium charged with
deuterium by electrolysis or gas-phase methods, is the sort of invention that only a man of
Fleischmann’s knowledge, genius, confidence and courage was capable of making. Those
of us in the field accept that the FPHE is real and novel, but remains both poorly understood
and unbounded. Despite the considerable amount of work done – with several thousand
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total publications and over 60 person-years experimentation at SRI alone – we have no idea
about its limitations or its potential.

Yet, we are willing to make an optimistic projection, against which history may judge us.
In 2002, the field that Fleischmann started was redesignated as Condensed Matter Nuclear
Science, in recognition of the apparent new fact that not just one but many processes of
nuclear physics take place in condensed matter by different pathways, with different rates
and with different product distributions than similar processes in free space. Fleischmann
recognized this possibility early and set out to test it. Schwinger, Preparata, Hagelstein and
others also perceived this possibility. What if it is true? What if we can wield the power of
nuclear physics on a tabletop and not just in facilities the size of football stadiums and the
cost of small cities? What technologies and products might ensue?

The pathway to the future is likely to be very different from the past 25 years spent to
corroborate the existence of the FPHE, to determine the conditions under which it occurs,
and then learning to control and overcome the important materials constraints. For a variety
of reasons the future of Fleischmann’s dream must be practical, and therefore the heat
effects must be cheaper, easier and of much larger scale and gain. This rules out palladium
unless much higher power densities can be attained, electrochemistry (for anything more
than initial loading), and ambient temperature calorimetry (where the heat produced has
little value), thus effectively disposing of more than 90% of the work to the present.
Future experimentation is likely to be directed towards small-dimension materials including
metals other than palladium in high-temperature, gas-phase systems of deuterium or natural
hydrogen, perhaps doped with extra D2. In fact, such investigations have already begun [46].
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Motivated by the recent advances in the understanding of the structure at the metal/gas
interface being achieved in ultra-high vacuum (UHV), Martin Fleischmann sought to bring
that level of detail to the exploration of the electrode/solution interface. During the 1980s,
most laboratory-based structural techniques available to UHV surface scientists, such as
low-energy electron diffraction (LEED), electron energy loss spectroscopy (EELS), and
X-ray photoelectron spectroscopy (XPS), relied on the interaction of electron beams with
the metal surface or the detection of ejected electrons, and so were not readily employed
at the metal/solution interface. Techniques relying on the transmission or reflection of
photons, such as infrared, Raman and UV-visible spectroscopies, were proving to be of
use in identifying molecules adsorbed at electrode surfaces, their orientation, and bonding
modes, but did not provide the level of structural detail available to the UHV surface sci-
entists. Although neutron diffraction and surface-extended X-ray absorption fine structure
(SEXAFS) techniques were becoming available, these required the use of reactors and
synchrotrons, respectively, and their availability was not yet widespread. Realizing that
X-ray diffractometers were readily available and, in the Southampton tradition of combin-
ing anything at hand with electrochemical measurements (although the true in-situ elec-
trochemical measurements would come a bit later), Fleischmann, Hendra and Robinson,
reported the “ . . . first observation of X-ray diffraction from a two-dimensional adsorbate”
at the metal/solution interface [1], and so initiated another line of research that continues
to this day, as will be presented in this chapter.
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14.1 Early Work

In that first study, Fleischmann et al. [1] relied on a high-surface area (20 m2 g−1) electrode
material, namely Papyex sheets, which are a graphitic material consisting of 0.15 mm-thick
sheets with half the basal planes of the graphite flakes of which the material is composed
being parallel to the surface of the sheet. Diffractograms were obtained for Papyex sheets
in KI solutions with and without a monolayer of preadsorbed I2 with the incident X-rays
normal to (in-plane diffraction) and parallel (out-of-plane diffraction) to the surface of the
Papyex sheets. An additional peak was found in the in-plane diffractograms in the presence
of the adsorbed I2 monolayer at 2𝜃 = 19.6◦, and this was attributed to the {10} diffraction
of a two-dimensional (2D) layer of hexagonally close-packed adsorbed I2, with a nearest-
neighbor spacing of 5.3 Å. The width of the diffraction peak indicated an island size of
110 ± 20 Å, which was in excellent agreement with size of the graphite flakes making up
the Papyex sheets.

The results of the first in-situ electrochemical study were published three years later, and
briefly described the change in the structure of the water layer at the surface of a silver
electrode, prepared as a 100 nm-thick film on a Mylar window, upon the underpotential
deposition of a lead monolayer. The silver surface was hydrophilic, which led to a more
structured water layer at the interface than for the hydrophobic lead surface [2]. A more
complete report followed in which cell designs for both transmission and reflection modes
of collection of the X-ray diffraction were described [3]. The working electrode for the
transmission mode was a thin metal film evaporated onto an X-ray-transparent window,
in this case Mylar. A second Mylar window was fixed over the end of a hollow syringe
barrel to trap a thin layer of the electrolyte across the surface of the working electrode, with
the reference being brought into close contact with this layer of electrolyte via a Luggin
capillary (see Figure 14.1a). The working electrode for the reflection mode was a disc of
metal sealed into the end of a syringe barrel, which was then pushed against a spacer placed
against the Mylar window to define the thickness of the electrolyte layer (Figure 14.1b).

The reflection mode was used to investigate the deposition of thin (∼150 nm) films of
α-nickel hydroxide onto a smooth nickel electrode from a nickel nitrate solution, and its
subsequent transformation into a crystalline β-nickel hydroxide phase upon immersion in
concentrated KOH solution [3]. An example of the in-situ diffractograms obtained is shown
in Figure 14.2a, and is characterized by a broad peak at 2𝜃 = 30◦, attributed to scattering
from the water in the cell, and two narrower peaks at 2𝜃 angles greater than 40◦ attributed
to the {111} and {200} reflections from the nickel substrate. To obtain sufficient sensitivity
to observe the nickel hydroxide overlayer, difference diffractograms were accumulated as
the potential was modulated between +0.4 and +0.1 V versus SCE at 5 × 10−3 Hz for 6 h
in 1 mol dm−3 KOH solution to prevent further aging of the deposit. Figure 14.2b shows
the resulting difference diffractogram and a sketch in which the various peaks are assigned.
The results show that the dominant species at +0.4 V is β-nickel oxyhydroxide, whilst that
at +0.1 V is β-nickel hydroxide, in agreement with previous ex-situ studies [4, 5].

The first in-situ X-ray diffraction (XRD) investigations of phase transitions of adsorbed
monolayers and multilayers [6] and reconstruction of a metal surface [7, 8] were also
reported by Fleischmann and Mao. The phase transitions were reported for the underpo-
tential deposition (upd) and overpotential deposition (opd) of thallium onto a roughened
silver electrode surfaces (similar to those used in surface-enhanced Raman spectroscopy
(SERS) using the reflection mode of collection), and for upd of lead onto gold and silver
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Figure 14.1 Cell design for (a) transmission mode and (b) reflection mode X-ray diffraction
experiments. Reprinted from Ref. [3]. Copyright (1986) with permission from Elsevier.

thin film electrodes, using the transmission collection mode. Although Fleischmann and
Mao were not using single-crystal surfaces, they were still able to show that the first upd
layer of Tl on Ag was commensurate with the {111} facets of the Ag surface, whilst the
second (opd) layer was not. Surface reconstruction was observed for Pt electrodes using the
reflection mode at potentials where hydrogen atoms are weakly adsorbed in 1 mol dm−3

H2SO4 solution. Initially, the differences between the diffractograms at +0.2 V and −0.2 V
were interpreted as the formation of an overlayer of Pt atoms, with little relation to the
underlying bulk metal lattice of the polycrystalline substrate [7]. However, upon further
consideration this was later interpreted as the formation of {110} facets brought about by
extensive cycling between the Pt-oxide and Pt-H regions [9] and the relaxation/expansion
of the surface layer of these {110} facets [8].

That Fleischmann and his coworkers could make such progress towards introducing
in-situ XRD is testament to their determination to succeed, and the long hours they were
willing to work while collecting the data. Most of the studies that followed – as will be
introduced briefly in the remainder of this chapter – relied on the increasing availability of
synchrotron radiation, as a tunable and higher intensity X-ray source, enabling much more
rapid data collection. The detectors also continued to be improved, and this too contributed
to the advances described below.
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Figure 14.2 (a) In-situ X-ray diffractogram for the aged Ni(OH)2 deposit on a Ni substrate
electrode at +0.1 V versus SCE in 1 mol dm−3 KOH solution following 3 h of data collection
time, alternating between +0.4 and +0.1 V at 5 × 10−3 Hz. The data were obtained using Cu
K𝛼 radiation and a position-sensitive (one-dimensional) detector; (b) Difference diffractograms
(data obtained at +0.1 V minus that at +0.4 V) obtained after 6 h of modulation. The sketch
plot shows the assignment of the various peaks in the difference diffractogram. Reprinted from
Ref. [3]. Copyright (1986) with permission from Elsevier.

14.2 Synchrotron-Based In-Situ XRD

As noted in the first article published by Fleischmann and colleagues on in-situ XRD
[1], synchrotron radiation sources were beginning to be available for the in-situ study of
materials and surfaces. However, at that time they would not have been able to predict that
synchrotron-based surface XRD would come to dominate in-situ XRD studies of electrode
surfaces, and especially the study of single-crystal electrode surfaces that have contributed
so much to fundamental studies of the electrochemical interface.

The high intensity of the X-ray beam from a synchrotron source enables surface XRD
(scattering) studies. These differ from diffraction studies of bulk materials in that the X-ray
scattering from the 2D (single-crystal) surface includes both the conventional Bragg peaks
from the bulk of the crystal and additional features known as crystal truncation rods (CTRs).
The latter run perpendicular to the surface and pass through the Bragg points, as depicted
schematically in Figure 14.3 for scattering from a {111} crystal surface [10].

The CTRs are classed as specular when the scattering vector Q is normal to the surface,
and nonspecular when there is a component of Q parallel to the surface. The specular CTRs
provide information about the structure of the electrode and the electrolyte perpendicular to
the surface, whilst the nonspecular CTRs only provide information about the in-plane struc-
ture of the electrode. The collection of experimental data involves collecting the scattering
intensity along a CTR to yield a so-called “rocking curve” [11], as shown in Figure 14.4
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Figure 14.4 Example of a rocking curve scan along the specular crystal truncation rod of a
Ag{111} surface at −0.23 V versus Ag/AgCl (a) and +0.52 V (b), with the best fits shown
as the solid lines. The differences in the profiles observed have been attributed to differences
in the distribution of water molecules at the interface as a function of the applied potential.
Reprinted from Ref. [11]. Copyright (1995) with permission from Elsevier.
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Figure 14.5 Sectional view of the electrochemical cell commonly employed for SXS measure-
ments at synchrotron beamlines. Note that additional feedthroughs for the solution inlet and
outlet and the counter electrode connection are not shown. Reprinted with permission from
Ref. [15]. Copyright (1993) by The American Physical Society.

[11]. These rocking curves are then modeled to yield the structure of the interface, which
includes identification of the scattering elements. As the details of the data analysis are
beyond the scope of this brief review, readers are referred elsewhere for further information
[12–14].

Most in-situ electrochemical surface X-ray scattering (SXS) studies use a cell design
similar to that shown in Figure 14.5 [15], which is easily mounted on the standard Huber
goniometer found on most beamlines. A key feature of this cell design is the polypropylene
film window, which can be inflated with solution during electrochemical measurements
(such as cyclic voltammetry) and then deflated during collection of the SXS data so as
to minimize scattering by the solution. The cell can be placed inside an enclosure that is
overpressured with nitrogen to ensure that the solution remains oxygen-free during the long
(several hours) data collection periods [10].

14.3 Studies Inspired by Martin Fleischmann’s Work

In-situ XRD or SXS studies of single-crystal electrode surfaces have now been used to
characterize a large range of electrochemical systems, from fundamental studies of order-
ing within the electrochemical double layer to studies of the electrodeposition of metal
overlayers [16]. Examples of the application of in-situ SXS that re-visit and further develop
the research areas initially explored by Fleischmann and coworkers, are described in the
following sections.

14.3.1 Structure of Water at the Interface

An understanding of the structure of water at the electrochemical interface is of fundamental
importance in electrochemistry, as water is such a commonly used solvent. Previously,
SXS had been used to study the effects of the applied potential on the orientation and
spatial distribution of water molecules at Ag electrode surfaces [11, 17]. Models of the
electrochemical interface predict that water molecules form an ice-like structure at the
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Figure 14.6 Schematic of the structure of water at the Ag{111} surface in 0.1 mol dm−3 NaF
at +0.52 V versus Ag/AgCl, top view (top) and side view (bottom). The water molecules lie
in two bcc {001} planes; the solid circles represent water molecules in the plane closest to
the Ag surface, and the dashed circles represent the second layer. The arrows indicate possible
hydrogen bonding between water molecules. Reprinted from Ref. [11]. Copyright (1995) with
permission from Elsevier.

interface with the oxygen of the first layer of water molecules oriented towards the metal
surface (oxygen-down) at potentials positive of the potential of zero charge (pzc), and
away from the surface (oxygen-up) at potentials negative of the pzc [18]. As noted by
Toney et al. [17], this would result in a decrease in the spacing between the oxygen atoms
and the electrode surface at positive potentials, and this is indeed what they observed. By
comparing the SXS data of a Ag{111} surface measured at the nonspecular and specular
CTRs at +0.52 and −0.23 V versus Ag/AgCl in 0.1 mol dm−3 NaF (see Figure 14.4 above),
it could be shown that water molecules near the Ag{111} surface were arranged into several
potential dependent layers, as depicted in Figure 14.6. The spacing between the Ag surface
and the first plane of O atoms from the water molecules was found to be 1 Å smaller at
+0.52 V than at −0.23 V, and the areal density (2.6 × 1015 cm−2) of this layer of water
molecules was greater than that expected from simulations of the density of bulk water.
These differences were attributed to effects of the strong electric field (∼107 V cm−1)
present at the electrode/electrolyte interface. The observed increase in the areal density of
water at the Ag surface was consistent with the earlier interpretation by Fleischmann and
coworkers that the Ag surface is hydrophilic [2]. It would also be interesting to know if the
areal density of water is lower for Pb surfaces, as indicated in Fleischmann’s earlier study,
where Pb was found to be less hydrophilic; however, that aspect of the study has not yet
been repeated.
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14.3.2 Adsorption of Ions

The adsorption and ordering of ions at the electrode/electrolyte interface to form the
electrochemical double layer is a fundamental concept of electrochemistry. In-situ SXS has
been used to study both anion adsorption [19] and cation adsorption [20].

Magnussen et al. studied the adsorption of bromide adlayers on Au{111} electrodes in
0.1 mol dm−3 HClO4 + 0.001 to 0.1 mol dm−3 NaBr. In this case, Br− ions were selected
as a model system, in contrast to the more usually studied I−, as Br− ions are less strongly
adsorbed but are still classed as specifically adsorbed ions [19]. At potentials more positive
than a critical potential, which would depend on the NaBr concentration, it was found
that Br− ions would form a hexagonal adlayer rotated relative to the

√
3 direction of the

Au{111} substrate, with the extent of the rotation and adlayer density being dependent on
the potential and NaBr concentration. The Br−–Br− spacing within the layer was found
to vary continuously, from 4.24 Å at the critical potential to 4.03 Å at a potential 0.3 V
more positive.

In a more recent study, Lucas et al. investigated the interaction of water and K+ ions at the
Ag{111} surface in 0.1 mol dm−3 KOH solutions as a function of the applied potential [20].
At potentials between −0.8 and −0.4 V versus SCE, the cyclic voltammograms showed a
broad reversible feature that had been attributed to the adsorption of OH− anions, which
precedes the formation of the Ag2O surface oxide at potentials positive to −0.1 V. The cor-
responding X-ray voltammograms (XRV), which measured the scattered X-ray intensity at
a structure-sensitive reciprocal lattice position, showed very little change from the Ag{111}
surface in the plane of the surface over the −1.0 to −0.2 V potential range explored, as
evidenced by measurements at positions corresponding to nonspecular CTRs. In contrast,
significant variations were observed in the XRVs measured at a position corresponding
to a specular CTR, indicating a substantial change in the structure in the electrolyte near
the electrode surface. Rocking curves for the CTRs were recorded at −0.2 and −1.0 V to
further investigate the structure (Figure 14.7a–d). A schematic of the interfacial structure
is also shown in the lower part of Figure 14.7. Here, at −0.2 V the data were best modeled
by a 1.1% inward relaxation of the Ag{111} lattice spacing with an adsorbed layer of OH
with a coverage of 0.5 and a layer of hydrated K+ ions (coverage = 0.22 ± 0.05) situated
3.6 ± 0.2 Å from the Ag surface. Interestingly, at −1.0 V the inward surface relaxation of
the Ag{111} surface was only 0.7%, and the layer of K+ ions was situated further from
the Ag surface at a distance of 4.1 ± 0.3 Å. The shorter Ag–K+ distance observed at the
more positive potential was attributed to an increased stabilization of the K+ cations by the
coadsorbed OH− anions.

14.3.3 Oxide/Hydroxide Formation

Oxide film formation is important in a number of areas in electrochemistry, including corro-
sion, where the oxide film frequently offers protection to the surface, and in electrocatalysis,
where oxide formation may limit the rate of the desired reaction or even inactivate the elec-
trocatalyst all together. In 2003, Scherer et al. reported a study of passive oxide formation on
the Ni surface [21]. In contrast to Fleischmann’s earlier study in KOH electrolyte on poly-
crystalline Ni [3], this more recent investigation was on Ni{111} in air and 0.05 mol dm−3

H2SO4 solutions. The SXS measurements were collected in-situ, with the window of the
cell deflated after the electrochemical reduction or passivation had been completed with
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the window inflated. The rocking curves were recorded using the specular CTRs and the
data fitted by Gaussians, as shown in Figure 14.8 (left). At +0.5 V versus Ag/AgCl, the
diffraction pattern corresponded to crystalline fcc-NiO with the {111} face slightly tilted
and with the layers of the fcc structure antiparallel to the underlying Ni{111} surface,
as depicted schematically in Figure 14.8 (right). The average diameter of the NiO{111}
crystallites was <100 Å, which suggested that a large number of nuclei had formed during
formation of the passive layer at +0.5 V. When the potential for passivation was increased
(to +0.7 or +0.9 V), the average crystallite size was found to decrease further, indicating the
presence of increasing numbers of nuclei at the higher potentials. The thickness of the NiO
layer was determined by analysis of the rocking curves, and found to vary approximately
linearly with the passivation potential. The detailed information obtained from this careful
study of the single-crystal Ni{111} surface, illustrated how far in-situ XRD (scattering)
studies had developed in less than 20 years.

14.3.4 Underpotential Deposition (upd) of Monolayers

The modification of a metal electrode surface by the controlled deposition of a mono-
layer of a second metal at potentials positive to the bulk deposition potential is known as
“underpotential deposition” (upd) [22]. This area of research has proved to be especially
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well suited to in-situ SXS studies, as scattering from the metal monolayer is more easily
detected than scattering from lighter elements. When revisiting the areas of Fleishmann’s
research, only the applications of in-situ SXS to upd of Tl [23], Ag [24–27] and Pb [28,29]
will be reviewed at this point.

In 1992, Toney et al. investigated the upd of Tl on Ag [23], by examining the {111}
surface and comparing their results to those obtained by Fleishmann and Mao on roughened
Ag [6]. Thus, data were obtained for both monolayers and bilayers of Tl on Ag{111}. The
Tl monolayer structure was found to be incommensurate with the underlying Ag{111},
having a hexagonal 2D structure that was compressed relative to bulk Tl by 1.4–3.0% and
rotated from the Ag{011} direction by 4–5◦. Thus, it was concluded that the monolayer
structure was determined by interactions within the Tl layer, rather than by interactions with
the Ag surface. The bilayer was also found to have a hexagonal structure, but had only a 1%
compression compared to bulk Tl. On comparing this structure to the interpretation of the
Tl deposition on roughened Ag previously reported [6], Toney and coworkers commented
that the original interpretation of the enhanced intensity of the Ag{111} peak as evidence of
a commensurate Tl adlayer was incorrect. Instead, as the Ag{111} d spacing (2.36 Å) was
comparable to the spacings obtained between the two Tl layers in the bilayer (∼2.8 Å) and
between the bottom Tl layer and the Ag surface (∼3 Å), it was speculated that the increased
intensity was more accurately attributed either to bulk Tl deposition or a Tl bilayer.

In contrast to the other studies that followed on from Fleischmann’s work (as described
in this chapter), Rayment’s group uniquely employed a difference technique similar to
Fleischmann’s original methodology, namely surface differential diffraction (SDD), in
combination with laboratory-based X-ray diffractometry, to study the overlayer structure
formed by upd Ag on Au{111} [24]. The SDD method, as the name implies, involved an
analysis of the change in diffraction profile accompanying a potential change or adsorption
to extract the components of the diffraction originating from the substrate, the adsorbate, and
interference between these two components. Use of this technique provided an improved
sensitivity and enabled the exploration of subtle changes in the structure of the overlayer
during adsorption, with a time resolution on the order of a few milliseconds. The Au{111}
surface was prepared as a 300 Å-thick film of Au deposited on to a freshly cleaved mica
substrate by vacuum evaporation, and the X-rays were incident on the reverse (through the
mica) side of the Au electrode. The Ag upd process was then investigated in 0.002 mol dm−3

Ag2SO4 in 0.5 mol dm−3 H2SO4. The SDD patterns and calculated adlayer spacings,
measured as a function of the potential during a potential sweep, are shown in Figure 14.9
[24]. The results showed that Ag atoms in the first upd adlayer were situated predominantly
in the bridge and atop sites with an adlayer spacing of 2.68 ± 0.05 Å. The spacing was
found to increase between the first and second layers (to 2.75 Å), and then to decrease
upon formation of the third layer (to 2.20 Å) and was 2.35 Å for bulk Ag deposition,
corresponding to a transition to threefold hollow sites. The shorter spacing of 2.20 Å
could have been accounted for by either an incomplete discharge of the Ag+ ions or a
reconstruction of the Au{111} surface, such as a contraction of the spacing between the
top two layers of the Au surface. The location of the Ag atoms in the first upd layer at
bridge and atop sites in a (1 × 1) structure and at threefold sites in a (3 × 3) structure for
bulk deposition of Ag on Au was confirmed with SXS measurements, using synchrotron
radiation as the X-ray source. The CTR data and the models for the two conditions are
shown in Figure 14.10.
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In a series of reports, Kondo et al. also investigated the Ag upd on Au system [25–27].
In one report, made during the same year as that of Rayment and coworkers (described
above), the Ag atoms were found to be situated in threefold hollow (ccp) sites for both
monolayer and bilayer deposition on Au{111} [25]. This difference in interpretation may
be due to the higher quality of the Au{111} surface used by Kondo et al., which was a bulk
Au single-crystal electrode. The fits to the specular and nonspecular CTR rocking curves,
as shown in Figure 14.11, demonstrate a much greater agreement for the ccp site compared
to those for the hcp and atop sites. In a subsequent communication, Kondo et al. showed
that the bilayer was more stable than the monolayer, and that the monolayer would convert
to the bilayer when potential control was disconnected [26].

Toney et al. also studied the upd of Pb on Ag{111} [28, 29] and Au{111} [29] surfaces
using in-situ SXS and explored the effect of the substrate, Ag or Au, and the anions in the
supporting electrolyte (e.g., perchlorate, weakly adsorbing, or acetate, strongly adsorbing)
on the structure of the Pb overlayer. In all cases, the Pb overlayer was found to be incom-
mensurate with the underlying Ag{111} and Au{111} structures, being rotated by several
degrees along the

{
011̄
}

direction. These results were in agreement with those reported
previously by Fleischmann and colleagues for Pb upd on roughened Ag [2] and Au film
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electrodes [6], where incommensurate Pb overlayers on the {111} faces were proposed.
For both surfaces [29], the structures of the overlayers were found to be dominated by
adatom–adatom interactions, as the Pb atoms are much larger than the underlying Ag or Au
atoms. The Pb–Pb near-neighbor spacing for deposition on Ag was approximately 0.01 Å
less than that on Au, with both being smaller than that for bulk Pb. The effect of the substrate
was modeled within the framework of effective medium theory [29], which accounted for
the observation that the near-neighbor distance was greater for deposition on the relatively
more electron-rich Au surface than on Ag. That the difference was not very large supporting
the interpretation of there being a stronger Pb–Ag bond.

The upd of Pb on Pt has also been studied by Adzic et al., using in-situ SXS at the
{111}, {110}, and {100} single-crystal faces in 0.1 mol dm−3 HClO4 [30]. In this case,
it was found that Pb formed an ordered (3 ×

√
3) structure with a Pb coverage of 0.67,

whereas no ordered structures were found for Pb on the {110} and {100} faces. This system
was further investigated at Pt{100} [31, 32] and Pt{111} [33] by Lucas et al., who also
examined the displacement of the Pb upd layer by CO. In agreement with Adzic et al.,
Lucas and colleagues reported the (3 ×

√
3) structure on Pt{111} but also found an ordered

c(2 × 2) structure on the Pt{100} surface (as shown in Figure 14.12). An analysis of the
SXS for Pb deposition on Pt{100} showed that, at full monolayer coverage corresponding
to a coverage of 0.63, the surface layer of Pt atoms was displaced upwards from its bulk
lattice position by 0.03 ± 0.02 Å due to interaction with the Pb [31].

It is interesting to compare the observations of Lucas et al., that Pb deposition has an
effect on the Pt interlayer spacing [31], with Fleischmann’s observation of loss of order
in the low-angle region for Pb deposition onto roughened Ag [2], and the lack of such an
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effect for Pb deposition onto Au [6]. Fleischmann attributed the loss of order for the Ag
surface to a change in the O–O distance for water at the interface, and the lack of an effect
for Au to differences in the double-layer properties of the two metals. Taken together with
Toney’s comments on the relative strengths of the Pb–Ag and Pb–Au bonds [29], it may be
that the difference in diffraction reported by Fleischmann for Ag and Au could be attributed
to differences in the relative expansion of the top layers of the underlying metal substrate.

14.3.5 Reconstructions of Single-Crystal Surfaces

The study of single-crystal electrode surfaces has allowed the effects of the applied potential
and adsorbates (ions and covalently bound species) on the structure of the metal surface
to be determined. In particular, reconstructions of metal electrode surfaces, in which the
top layer of atoms adopts a different ordered structure from that of the underlying crystal
structure, have been studied extensively [34, 35]. As with upd studies, a number of surface
reconstructions have been investigated using SXS [16]. In keeping with the theme of this
chapter, only those reports which revisited the reconstruction of the Pt surface under the
influence of adsorbed hydrogen, as reported previously by Fleischmann [8], have been
included in the following sections.

The effects of hydrogen adsorption on the low-index {111} [35], {100} [36] and {110}
[37, 38] planes of Pt have been investigated by Ross and coworkers, using synchrotron-
based in-situ SXS. In full agreement with Fleischmann’s earlier studies [8], Ross et al. found
that the adsorption of hydrogen is accompanied by an expansion of the top layer of Pt atoms.
For the {111} and {100} surfaces, which do not reconstruct, the expansion in 0.1 mol dm−3

KOH was 0.05 Å for Pt{100} and 0.03 Å for Pt{111}, whereas in 0.1 mol dm−3 HClO4
it was 0.03 Å for Pt{100} and 0.015 Å for Pt{111} [35, 36]. However, for Pt{110}, which
exhibits a (1 × 2) reconstruction, the expansion was more dramatic, being as much as 25%
or 0.35 ± 0.11 Å at 0.1 V versus a Pt reference in 0.1 mol dm−3 NaOH [37].

Hoshi et al. have used in-situ SXS to study the effects of hydrogen adsorption on
the surface structure of stepped Pt {311} [39] and {331} and {511} [40] surfaces in
0.1 mol dm−3 HClO4. The {311} surface undergoes a missing row reconstruction to
form the (1 × 2) surface. Interestingly, the adsorption of hydrogen under electrochemical
conditions did not result in an expansion of the topmost Pt layer for this surface, which
indicated that the reconstructed surface was more rigid than the lower-index planes [39]. The
period of the corrugation of the stepped Pt surface and the effects of hydrogen adsorption
increased in the order of {311} < {331} < {511}: 0% for the {311} surface, 13% for the
{331} and 37% for the {511} [40].

14.3.6 High-Surface-Area Electrode Structures

Although the application of in-situ XRD to studies of electrode surfaces and structures
continues to be investigated by the electrochemistry group at Southampton, the studies are
currently more focused on examining the practical high-surface-area electrode materials
that are used as electrocatalysts in fuel cells and as electrode materials in batteries, rather
than on the structure of the adsorbed layers described above.

Carbon-supported metal nanoparticles are often employed as electrocatalysts in low-
temperature, proton-exchange membrane, fuel cells. In the Southampton group, in-situ
XRD has been used as a probe for both the composition and particle size as a function
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Figure 14.13 In-situ XRD pattern for a carbon-supported 54 wt% Pt/6 wt% Ru catalyst elec-
trode at 0.0 V versus RHE in 1 mol dm−3 H2SO4 and the empty cell. The inset shows an example
of the peak fit for the {220} reflection used to determine the particle size. Reproduced from
Ref. [42]. Copyright (2009) with permission of the PCCP Owner Societies.

of the applied potential. The data have been obtained using a transmission geometry, with
synchrotron radiation as the X-ray source [41]. For example, a series of PtRu/C catalysts
used both for enhanced CO tolerance for reformatted fuel, H2/O2 fuel cells and enhanced
methanol oxidation activity for direct methanol fuel cells (DMFCs) were studied with in-situ
XRD. Studies of varying Pt:Ru ratio catalysts showed that the electrochemical environment
and the electrode potential [measurements were made at 0.0 V versus RHE where hydrogen
is adsorbed (see Figure 14.13) and 1.05 V versus RHE at the onset of oxide formation] had
little effect on the crystal structure and the crystallite size of these catalysts [42].

In-situ XRD with synchrotron radiation has also been used to study the lattice expansion
accompanying hydride formation at negative potentials for a Pd/C catalyst in 1 mol dm−3

H2SO4 [43]. Whilst this particular catalyst is of little interest in the acidic environment of
a polymer electrolyte membrane (PEM) fuel cell, because Pd is known to dissolve under
the conditions present during oxygen reduction at the cathode, it has been of interest as
the core in a core–shell catalyst with a Pt shell [44, 45]. Consequently, in-situ XRD has
been used (among other techniques) to study the stability of the core under electrochemical
conditions [46]. Ultimately, the in-situ XRD measurements were found to be of great
value in establishing how the electrochemical testing procedure might contribute to the
accelerated degradation of core–shell catalysts.

Most recently at Southampton, Owen and Hector and their research groups have used
in-situ XRD to study phase changes during the discharge of an electrode composed of
LiFePO4, carbon, and a poly(tetrafluoroethylene) (PTFE) binder in a lithium half-cell (M.R.
Roberts, unpublished results). These measurements also relied on synchrotron radiation as
the X-ray source. In this case, by constructing a cell in which the incident angle of the
X-rays could be changed it was possible to vary the depth of penetration of the X-rays and,
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thereby, to examine the Li concentration gradient within the material as a function of the
extent of discharge.

14.4 Conclusions

The application of in-situ XRD/SXS to studies of the electrode/electrolyte interface, as
inspired by the research of Martin Fleischmann, has helped to shape the present under-
standing of the structure of the electrolyte and ions at the interface, the structure of the
metal electrode itself, and the effects of adsorbed species and oxides on this structure, and
the structure of overlayers. Future investigations using SXS are likely to involve the exam-
ination of increasingly complex surface structures, including those of alloys [47], while
in-situ XRD is likely to be of increased value in the study of practical high-surface-area
materials [42,43, 46]. The completion of this chapter has highlighted areas where, with the
relatively limited laboratory-based resources available to them, Fleischmann and coworkers
largely anticipated the results that have been obtained at later stages, using more sophis-
ticated synchrotron-based methods. This clearly, is a testament to Martin Fleischmann’s
forward-thinking approach to research.
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Martin Fleischmann always sought to build bridges between fundamental electrochemistry
and engineering, including mechanical engineering. During the late 1980s, he led a project
to develop a liquid Van de Graaff generator which used microelectrode arrays and line elec-
trodes to form a cloud of charged water droplets that could potentially be used to coat and
help disable ballistic missiles in space. Martin was passionate about the research into single
ion electrochemistry, and always positive at project meetings. Although most of his efforts
were invested in cold fusion research in the United States, he still found the time and energy
to develop the underpinning theory to help interpret the experimental results on microelec-
trode arrays and micro-line electrodes. Although my career has centered on tribocorrosion,
the Fleischmann approach to and enthusiasm for research has remained with me.

15.1 Introduction and Definitions

The term “tribo” has its origins in the Greek word “tribos” (rubbing), which led to the sci-
ences of lubrication, friction and wear being called “tribology,” while the term “corrosion”
has its origins in the medieval Latin word “corrodere,” which mean to gnaw through, with
“cor” meaning intensive force and “rodere” to gnaw [1]. Therefore, the term tribocorro-
sion refers to the surface degradation mechanisms when mechanical wear and chemical/
electrochemical processes interact with each other. The subject marries two personal pas-
sions of the author, inspired by three professors who taught or supervised me: Freddie
Barwell (tribology); Lionel Shrier (corrosion); and Martin Fleischmann (electrochemistry).
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15.1.1 Tribocorrosion

The subject of tribocorrosion includes the interaction of corrosion and erosion (solids,
liquid flow and droplet impingements or cavitation bubbles), abrasion, adhesion, fretting
and fatigue wear processes. Tribocorrosion is often linked to the synergy resulting from the
coupling of mechanical and environmental effects. Many of these mechanoelectrochemical
interactions are time-dependent and nonlinear. Tribocorrosion research aims to address
the need to select or design new surfaces for future equipment, as well as to minimize the
operating costs and extend the life of existing machinery and medical devices. For example,
passive alloys (i.e., most engineering alloys) rely on a 1 to 10 nm-thick surface film for their
protection against aggressive and corrosive environments. This film is formed by reaction
with the environment, but wear can lead to the local rupture or complete removal of the
film and permanent deformation of the substrate. This can in turn lead to areas of the
substrate being exposed to the aggressive environment, and unless repassivation (repair or
self-healing) mechanisms can reform the passive film to inhibit corrosion processes, then
an accelerated anodic dissolution will occur within these sites.

On the positive side, tribocorrosion phenomena can be used as a manufacturing process,
such as in the chemical mechanical polishing (CMP) of silicon wafers. An enhanced
material removal for CMP processes has been achieved using electrochemical techniques
[2]. The coupling of mechanical and environmental effects can also create surfaces of
specific reaction layers on materials which could inhibit corrosion and/or wear. Examples
of this are self-lubricating and/or self-healing surface layers [3].

Unpredictable interactions can result between wear and corrosion when the surfaces
in contact have complex, multiple-phase microstructures that can lead to microgalvanic
activity and selective phase corrosion (a localized attack), as well as three-body wear modes.
Examples of such surfaces include composites or surfaces that undergo compositional
changes induced by tribological interactions. For instance, the presence of carbides in a
metallic surface, typically formed for improved wear resistance, establishes a microgalvanic
corrosion cell as the carbide is likely to be cathodic with respect to the surrounding metallic
matrix [4]. This can result in a preferential anodic dissolution of the metallic matrix close
to or at the matrix/carbide interface, and thereby accelerate carbide removal from surfaces
and reduce the antiwear properties of the surface.

15.1.2 Erosion

Erosion is one of several wear modes involved in tribocorrosion. Solid particle erosion
is a process by which discrete small solid particles, with inertia, strike the surface of a
material, causing damage or material loss to its surface. This is often accompanied by
corrosion due to the environment. A major environmental factor with significant influence
on erosion–corrosion rates is that of flow velocity, but this should be set in the context of
the overall flow field as other parameters such as wall shear stress, wall surface roughness,
turbulent flow intensity and mass transport coefficient (this determines the rate of movement
of reactant species to reaction sites and thus can relate to corrosion wall wastage rates). For
example, a single value of flow velocity, referred to as the “critical velocity,” is often quoted
to represent a transition from flow-induced corrosion to enhanced mechanical–corrosion
interactive erosion–corrosion processes. It is also used to indicate the resistance of the
passive and protective films to mechanical breakdown [5].
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The velocity profiles and transverse momentum transfer close to the solid/liquid interface
dictate wall shear stress levels and mass transport efficiencies, both of which are important
drivers for erosion–corrosion. Therefore, critical velocity values are very geometry-specific
and cannot be readily applied to predict component service life in generic flow systems.

15.2 Particle–Surface Interactions

When a corrosion rate is partially or wholly controlled by mass transfer of reactants to, or
products from, the surface then local conditions under erosion may well influence the mass
transfer kinetics (measured by the mass transfer coefficient km). Under such conditions the
corrosion will be controlled by the mass-transfer (typically diffusion processes) and the
driving concentration gradient (relative concentrations of active species near the surface
compared to free stream concentrations) [6]. Both, the mass transfer and concentration
gradient will be affected by solid particle impingement that influences the local fluid flow
field and increases surface roughness. Erosion will also increase the surface area wetted
by the corrosive electrolyte, and could establish microgalvanic cells on the surface with
damaged areas being anodic to the passive and (cathodic) unaffected areas. Erosion will
also increase the dislocation density in affected surface areas, which can lead to poten-
tial differences between eroded and less-eroded areas being established and the formation
of anodic and cathodic sites that would generate a microgalvanic effect enhancing mate-
rial loss from the surface. It is also likely that the corrosion kinetics will be altered on
eroded areas.

15.3 Depassivation and Repassivation Kinetics

As suggested above, the depassivation of film surfaces is associated with the flow velocity.
Figure 15.1 shows the trend for such a passive system as a function of flow velocity and
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Figure 15.1 Possible corrosion trends (with arbitrary units) for a passive metallic surface.
Reprinted from Ref. [7]. Copyright (2007) with permission from Elsevier.
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its vulnerability to mechanical processes which can accelerate corrosion loss rates due to
depassivation.

15.3.1 Depassivation

Depassivation in erosion–corrosion processes is assumed to be rapid and associated with the
mechanical removal or stripping of the passive surface layers through particle, cavitation
bubble or liquid droplet impact. Figure 15.2 illustrates the level of damage to passive films
as a function of the solid particle impingement angle. Mechanical removal and/or rupture of
the passive layer enables charge transfer to proceed at varying rates, such that parent metal
dissolution is likely. “Recovery” or repassivation aspects of the passive film are therefore
important but are very system-dependent.

Figure 15.3 shows the current response over time for individual solid particle impacts on
the naturally passivating system of stainless steel. Some impacts will only result in partial
passive layer removal or cracking which will influence repassivation kinetics and possibly
the composition and thickness of the regrown layer.

Figure 15.4 is an attempt to map surface responses to the whole range of erosion and cor-
rosion mechanisms from erosion dominated through erosion–corrosion, corrosion–erosion
zones to corrosion-dominated mechanisms. To identify which zone a particular application
might be operating under is difficult without some data on the erosion and corrosion per-
formance of the surface in question. However, the sand particle energy is directly related
to the likely mechanical erosion damage rates given by T-C, where T is the total loss from
wear-corrosion and C is the corrosion loss in the absence of sand particles. This will define
a position on the T-C axis of Figure 15.4 and the rate of depassivation, as this is likely to be
linked to the kinetic energy of the sand particle Ek. Surface repassivation, on the other hand,
is material-electrolyte-flow field-specific, and this will dictate the corrosion rate C. Three

Passive layer or film 

Substrate 

(1)

(2)

(3)

(4)

Figure 15.2 Schematic showing the dependency of passive layer damage on the particle
impact angle. The numbers (2) to (4) show the effect of increasing the impact angle. Reprinted
from Ref. [7]. Copyright (2007) with permission from Elsevier.
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Figure 15.3 Current transients in erosion–corrosion due to depassivation/repassivation.
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http://www.tandf.co.uk/journals).
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systems are plotted on this mechanical versus corrosion map. Two are passivating systems
based on cast and high-velocity oxy-fuel (HVOF) nickel–aluminium–bronze (NAB) sur-
faces in 3.5% NaCl solution, and have a positive slope (increase with increasing mechanical
erosion effects). This increase is related to the repassivation kinetics being unable to repas-
sivate the eroded surface under increasing erosion. The third system is carbon steel in saline
solution, which is not passivating and has a slope near to zero or slightly negative. Here,
the corrosion products formed on the surface are nonadherent and easily removed, such
that the trend is dominated by the erosion rate while the corrosion rate remains relatively
constant. These results were obtained using a free jet impingement erosion–corrosion rig.

15.3.2 Repassivation Rate

A set of reciprocating wear tests rubbing a 6 mm-diameter alumina ball against cast NAB
in 3.5% NaCl solution at room temperature have been conducted by the author, with a
stroke length of 21.5 mm between 1 and 12 Hz frequency and an applied load of 5 to
35 N. The electrochemical response is presented in Figure 15.5. The test comprised a 1 h
static immersion period with the pin loaded onto the test surface without reciprocation,
and this was followed by a 1 h wear-corrosion test. As seen, the level of increased current
was dependent on a combination of load and speed. Figure 15.6 shows the currents from a
set of experiments conducted at 35 N, but with varying frequencies. Clearly, the corrosion
current increases with increasing frequency but this increase is nonlinear. A transition
from a relatively low current between 1–5 Hz and higher currents above 10 Hz is seen.
The interesting trend is seen at 8 Hz, where initially the current was low (40 μA) but
rose steadily throughout the wear test period to 80 μA. This indicated a transition between
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Figure 15.6 Sliding wear-corrosion of nickel aluminum bronze in 3.5% NaCl solution at 35 N
and room temperature.

predominantly passivated to depassivated conditions in the wearing contact. This frequency
coincided with the expected repassivation time for this material of between 150 and 200 ms.
It is also unclear whether trends predicted for depassivated surfaces hold here. Equation
(15.1) predicts wear current for nonpassivating surfaces and shows a dependence on load ×
the square root of frequency [9]. However, such trends are not seen here, nor between wear
volume or friction as a function of frequency. Hence, temporal effects of repassivation are
clearly important but wear mechanisms and friction levels are also varying to complicate
analysis and illustrate the complex nature of tribocorrosion of sliding couples.

Ir = Arir = Kwlf

√
Fn

H ∫
1∕f

0
iadt (15.1)

where Ir is the wear-accelerated current, Ar is the real repassivation area, ir is the real
repassivation current density, l is the sliding distance, f is the sliding frequency, Fn is the
normal load, H is the hardness of the test material, Kw is a proportionality constant, and ia
is the anodic current density.

15.4 Models and Mapping

Erosion damage by solid particle impact or cavitation bubble collapse to an oxide or passive
film will reveal the underlying nascent surface inducing a higher activity (higher corrosion
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current), for a limited duration, than for the intact oxide surface. Bozzini et al. [10] employed
a simple approximate model using a “recovering target” concept. This erosion–corrosion
model has the advantage in that it can be applied to both passivating and actively corroding
conditions. The impacting particles are modeled with rigid monodispersed spheres of radius
rp. The particle impact process is assumed to be Poissonian with a frequency of impact,
𝜆. It is assumed that each impact gives rise to an alteration of the corrosion rate through
a localized change in corrosion current density for a period of time, relating to a recovery
to the unaffected state. The effective corrosion current density, icorr (nA cm−2), at a given
electrode potential (typically the corrosion potential) can be related to the mechanically
affected corrosion component of the synergistic damage through a coefficient, fa, (such that
0 ≤ fa ≤ 1) expressing the fraction of the corroding surface which is affected by the erosive
action of impinging particles, by Equation (15.2):

icorr = faia + (1 − fa)iu (15.2)

where the subscripts a and u indicate “affected” and “unaffected,” respectively. The current
densities ia and iu are characteristic for the corroding material in the absence and in the
presence of the erosive action, and can be measured separately by means of suitable
experiments. In general, the coefficient fa can be defined in Equation (15.3):

fa =
(

no. of impacts

control area

)
×
(

damaged area

impact

)
× recovery time = 𝜆Aa𝜏 (15.3)

where Aa is the affected surface area and 𝜏 is the passive recovery time.
Equation (15.2) indicates an accelerating element to corrosion caused by film damage

or removal, and is one element of the complex interactions between erosion and corrosion
that needs to be understood. These interactions can be defined as follows. The total damage
under wear-corrosion, T, can be represented as:

T = E + C + S (15.4)

where E is the pure erosion material loss, and C is the solids free flow corrosion rate
[possibly derived from the corrosion current density i in Equation (15.2)]. The synergistic
effect (interactive term), S, is referred to as ΔEc or (ΔCe +ΔEc), depending on the literature
source, where ΔEc is the enhanced erosion loss due to corrosion and ΔCe is the enhanced
corrosion due to erosion. The term ΔCe can be partially expressed by Equation (15.2), but
additional terms are required relating to the effect of the erodent deforming the surface and
leading to increased corrosion activity. The S terms, and how they should be measured, are
given by the ASTM G119-93 standard, which is a useful guide to evaluate synergy [11]. It is
also important to note that the synergistic term S can be either positive or negative. Bozzini
et al. [10] showed that annealed carbon steel has a more active corrosion potential before it
is work-hardened, resulting in iu > ia, and by using Equation (15.2) shows a reduction (i.e.,
a negative synergy) in the overall corrosion rate with erosion present.

It has also been shown that synergistic effects, which result in damage due to separate
corrosion and erosion processes, are normally greater than the sum of the individual damage
processes and can accelerate material removal significantly (i.e., T = 50 × (C + E) for grey
cast iron; see Wood and Hutton [12] and Figure 15.1).
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(a) (b)

(c) (d)

Figure 15.7 (a, c) Secondary electron images of erosion–corrosion surfaces; (b, d) Corre-
sponding location (white line) of the focused ion beam (FIB) cross-sections. Reprinted from
Ref. [13]. Copyright (2007) with permission from Elsevier.

However, the ability to predict or map erosion–corrosion relies on including the correct
mechanisms and material responses (i.e., phase transformations).

The use of modern advanced surface analysis techniques such as focused ion beam
(FIB) and tunneling electron microscopy (TEM) allows the detailed subsurface charac-
terization of eroded samples at the nanoscale (see Figure 15.7) [13]. Slurry pot erosion
and erosion–corrosion testing of cylindrical samples of 316 stainless steel have been con-
ducted in abrasive silica slurry at 7 m s–1 velocity for 1 h. Conventional scanning electron
microscopy showed that both erosion and erosion–corrosion surfaces exhibited similar sur-
face features, including impact crater, particle embedment and crater lip formation. FIB
cross-sectioning of similar areas from both surfaces revealed a nanograin surface layer as
well as subsurface cracks, attributed to the flow of material from the edge of impact crater
lips. Site-specific FIB–TEM lamella samples were created from cross-sections and showed
how subtle differences could exist as a result of corrosion activity. Selected area diffraction
patterns revealed how particle impact was responsible for the formation of martensite from
the austenite microstructure. The presence of a corrosive NaCl solution resulted in the
dissolution of the martensitic phase and a lamellar microstructure. The decrease in the vol-
ume fraction of martensite was believed to be responsible for reducing the work hardening
rate and increasing elongation to failure, resulting in a longer lip formation and, ulti-
mately, material removal. These studies have shown how subtle nanoscale microstructural
changes can influence erosion–corrosion rates, and why such surface damage accumulation
mechanisms need to be taken into account when developing theoretical models to predict
material loss.
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15.5 Electrochemical Monitoring of Erosion–Corrosion

As stated before, Sasaki and Burstein observed current transients for single particle impacts
[8] on passive stainless steels, illustrating that the monitoring of such transients can provide
direct information on erosion–corrosion processes. Therefore, techniques to detect the
noise level (small perturbations) on electrochemical corrosion measurements are being
developed, referred to as electrochemical noise analysis (ENA). Noise can be measured
on both current (ECN) and potential (EPN) outputs, and subsequent analysis can yield
corrosion resistance details, assuming that both measurements are in phase with each other.
EPN measurements can be made with two electrode cells, while current noise typically
requires three electrodes. Further details of this technique can be found in Ref. [14]. Such
measurements can be made under flow corrosion and erosion–corrosion, and are now being
analyzed to provide insights into synergistic processes and surface performance indicators.
Figure 15.8 shows a corrosion flow cell designed for ENA, while Figure 15.9 shows typical
EPN and ECN outputs for the stainless steel pipe section electrodes shown in Figure 15.8
and subjected to a flowing NaCl solution at Re= 2000. The features seen relate to metastable
and stable pitting activity on the wetted surfaces of the stainless steel electrodes.

It is important to apply caution to any electrochemical measurement under erosion–
corrosion conditions. Other issues that make electrochemical analysis and its comparison
to synergy difficult include the possibility of local film currents between anodes/cathodes
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Figure 15.8 Schematic of electrochemical flow cell and measurement set-up. Reprinted from
Ref. [7]. Copyright (2007) with permission from Elsevier.
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Figure 15.9 Electrochemical current and potential noise for AISI 304L in 3.5 wt% NaCl solu-
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[15] which will not be seen by ECN measurements, and the effects of charging/recharging
double-layer currents due to fluctuating local events.

15.6 Tribocorrosion within the Body: Metal-on-Metal Hip Joints

Currently, much attention is being focused on the metal-on-metal (MoM) joint implants
that have, nonetheless, recently been banned by the UK National Health Service, notably
with regards to their wear and corrosion (ion release) behaviors. The corrosion, wear and
wear-corrosion behaviors of three materials (high-carbon CoCrMo, low-carbon CoCrMo,
and UNS S31603) have been investigated by Yan et al. [16]. In the steady-state regime,
20–30% of the material degradation was attributed to corrosion-related damage; however,
high-carbon CoCrMo showed excellent corrosion, wear and corrosion-wear resistance, and
thus delivered the best overall performance in terms of a lower wear rate, a lower friction
coefficient, and a higher resistance to corrosion.

Sinnett-Jones et al. [17] investigated the synergistic effects of corrosion and wear of a
surgical-grade, cast F-75 cobalt-chromium-molybdenum (CoCrMo) alloy. Depassivation
and repassivation processes identified micro-abrasion-corrosion methods which showed
strong synergistic effects that ranged from negative to positive. The synergistic levels
appeared to depend on the integrity of the passive films and the repassivation kinetics.

Although the proteins contained in joint fluids are thought to be involved in joint lubri-
cation, their role in the tribocorrosion of metal implants is not well understood. However,
initial studies have demonstrated conflicting trends, with corrosion either being enhanced or
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(a) (b)

(c) (d)

Figure 15.11 SEM images of wear scars on as-cast CoCrMo under pure sliding conditions
in (a) 0.9% NaCl, (b) PBS, (c) 25% bovine serum (BS), (d) 50% BS at 37 ◦C. The black
arrows show a carbide standing proud of the surface, while white arrows show possible protein
and wear debris on the worn surfaces. Polished wear scars were produced in proteinaceous
solutions, indicating that proteins form a lubrication film that protects the surface. Reprinted
from Ref. [18], with permission from Elsevier.
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reduced when protein is present and adsorbed onto the articulating surfaces. When Sun [18]
studied the abrasion–corrosion of cast CoCrMo in either saline (0.9% NaCl), phosphate-
buffered saline (PBS) or proteinaceous solutions of bovine serum, the in-situ current noise
was clearly reduced in the presence of proteins (Figure 15.10). In a similar experiment,
using the same test geometry, the abrasives were removed so that the alumina ball would
abrade the CoCrMo surface under sliding wear mode. However, the presence of protein
again caused reductions in both the mechanism and rate of wear (Figure 15.11).

15.7 Conclusions

As noted in this chapter, material performance under tribocorrosion conditions is highly
system-dependent, and modest changes in environmental conditions can have a profound
impact on wastage rates. The discussions in this chapter have confirmed that the current
knowledge of the mechanisms involved, and of their controlling parameters, is inade-
quate to enable informed material or coating selection for such aggressive duties. Con-
sequently, the selection of materials must be accompanied either by experience of good
material performance under similar erosion–corrosion conditions, or by experimental data
acquired from laboratory testing that has been proven to simulate field conditions to allow
these materials and coatings to be screened. Today, electrochemical techniques are playing
an increasingly important role in providing knowledge of the interface in tribocorrosion
contacts. However, these techniques – as originally inspired by Martin Fleischmann –
have yet to be fully deployed by tribologists and, consequently, this is very much “work
in progress.”
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During the early 1980s, Martin Fleischmann was pioneering electrochemical recording of
ion fluxes through ion channels in artificial lipid layers, and this was later to become a
very active field of research, particularly with respect to DNA sequencing. At the same
time, he encouraged a more general interest in soft liquid–liquid interfaces. As a result, I
was to begin a study as a PhD project and have never stopped being fascinated by the rich
scientific aspects of the field. In the early days, the emphasis was placed mainly on the
instrumentation to develop reliable four-electrode potentiostats with IR compensation able
to record precise voltammetric data of charge transfer reactions (ion transfer, assisted ion
transfer and heterogeneous electron transfer reactions) across the interface between two
immiscible liquids. Now, the field has blossomed into understanding all their features and
applying such interfaces in electrochemical technology.

16.1 Charge Transfer Reactions at Soft Interfaces

Electrochemistry at soft interfaces is a very interesting topic, as many different types of
charge transfer reactions can take place in parallel and concomitantly. The different charge
reactions include: (i) ion transfer reactions where the flux of ions crossing the interface gives
rise to a current; (ii) assisted ion transfer reactions where the extraction of, for example, an
aqueous ion by an organic soluble ionophore also gives rise to an ionic current; and (iii)

Developments in Electrochemistry: Science Inspired by Martin Fleischmann, First Edition.
Edited by Derek Pletcher, Zhong-Qun Tian and David E. Williams.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.
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heterogeneous electron transfer reactions between, for example, an aqueous electron donor
and an organic soluble electron acceptor.

These reactions can be written as:

Ionwater →← Ionorganic (16.1)

Ionwater + Ligandorganic →←
[
Complexed ion

]organic
(16.2)

Donorwater + Acceptororganic →←
[
Donor+

]water +
[
Acceptor−

]organic
(16.3)

Usually, when thinking of electrochemical reactions, reactions are considered at a
metal/electrolyte or semiconductor/electrolyte interface, but rarely about the interface
between electrolyte solutions or, more recently, the electrolyte–ionic liquid interface or
even the interface between two immiscible ionic liquids.

If it is accepted that an electrochemical reaction is one where the Gibbs energy of the
reaction depends on the potential difference between two phases, as well as temperature and
pressure (as do classical chemical reactions), then charge transfer reactions at soft interfaces
are truly electrochemical reactions. Indeed, their characteristic is to be potential-dependent
and controlled by the Galvani potential difference between the two phases in contact.

16.1.1 Ion Transfer Reactions

The distribution of ions in a biphasic system is given by the Nernst equation:

Δw
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)
(16.4)

with
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(16.5)

where Δw
o 𝜙

◦
i is the standard transfer potential of the ion i defined as the Gibbs energy of

transfer ΔG◦,w→o
tr,i but expressed on a voltage scale [1].

As for a classical redox reaction on a solid electrode it is possible, by controlling the
applied potential difference, to determine the ratio between reactants and products, here
the partition of the ions between the two phases

(
Pi = ao

i ∕aw
i

)
. As for a redox reaction

described by the Nernst equation in a better known form,
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)
(16.6)

the partition of ions in a biphasic system follows a two-state Fermi–Dirac distribution,
the ions being either in one phase or in the other. By contrast to the partition of neutral
molecules, the partition coefficient of ions is potential-dependent.
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If the thermodynamic aspects of ion partitioning are rather well understood, the kinetic
aspects of the ion transfer reactions still pose challenging questions. Over the years, as
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methods to measure ion transfer reaction rates by electrochemical methods (e.g., chronoam-
perometry, AC impedance and, more recently, using micro- or nano-interfaces; see below)
have been developed, the values for the standard rates measured have increased. Indeed, a
significant challenge is the deconvolution of the mass transport limitation from the key step
of ion transfer. Early models were based either on a phenomenological approach, treating
the transfer as a transport process, or a Butler–Volmer type approach which considered
an activated state based on a mixed interfacial solvation of the ion. The key issue here is
the definition of the ion transfer reaction itself, as it is affected by the soft and dynamic
nature of the interface. Unfortunately, there are no imaging techniques to observe liquid
interfaces. Whereas, electrochemistry on solid electrodes has benefited greatly from the
development of scanning probe and ultra-high-vacuum surface-specific techniques, some-
what of a blind-spot occurs when trying to observe a liquid–liquid interface. Apart from
X-ray or even neutron-scattering experiments that provide some indirect information on
the density profile across the interfaces, or some nonlinear spectroscopy techniques such
as surface second harmonic generation or sum frequency generation that can provide some
information on the dynamics of some surface modes, a great reliance must be placed on
molecular dynamic simulations that provide “cartoon” views of the interfacial structure.
All of these simulations tend to describe the interface as molecularly sharp with a certain
corrugation. The time scales of these simulations are usually too short to provide global
dynamic information, and the number of molecules that can nowadays be used is too small
to model the presence of electrolytes and the role of ion–ion interactions.

As originally proposed by Benjamin [2], it is important to distinguish the transfer of an
aqueous ion to the organic phase from that of an organic ion to the aqueous phase. In the
former case, the ion is heavily hydrated and transfers to the organic phase with some water
molecules forming a partial shell but, more importantly, forming an aqueous “tail” linking
it to the water phase. Once this tail is broken, the ion progressively loses its water solvation
molecules that then diffuse back to the aqueous phase. Inversely, the transfer of an organic
ion occurs through a “harpoon” mechanism, where dipolar water molecules attracted by
the charged species form a string to grab ions located in the vicinity of the interface and
drag them into the aqueous phase.

The role of the solvent dynamics, and in particular of protrusions in ion transfer reac-
tions, was modeled by Marcus who demonstrated the importance of the balance between
too-convex protrusions that can efficiently grab ions and the mechanical resistance of the
opposite phase to the formation of protrusions [3]. From a solvation viewpoint, it is clear
that the Gibbs energy of solvation of the ions is not a step function located at the interface but
rather a smooth variation taking place over few nanometers. From an electrical viewpoint,
the potential dependence of the rate constant remains difficult to take into account. Indeed,
the surface concentrations are potential-dependent according to a Boltzmann distribution,
but the potential dependence of the transfer step is still a matter of debate. How much of
the total applied potential difference, mainly spread between the two back-to-back diffuse
layers, can act as a driving force is still an open question. From an experimental viewpoint,
it is difficult to measure an ion transfer current that does not perturb the structure and/or
the dynamics of the interface itself. Too-large currents can even cause emulsification of
the interfacial region. For most purposes, it can certainly be said that ion transfer reac-
tions are fast and “reversible” in the sense that they mostly appear as diffusion-controlled
reactions.
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16.1.2 Assisted Ion Transfer Reactions

The transfer of ions can be facilitated by the presence of ligands in the organic phase.
While ion transfer reactions can be considered as pseudo-first-order with respect to the
concentration of the ions transferred, assisted ion transfer reactions are more generally
bimolecular reactions, although it is never clear if the complexation reaction is purely
heterogeneous and occurs after a transfer step, as shown in Figure 16.1. The ligand in the
organic phase can be a neutral ionophore molecule such as valinomycin for the assisted
transfer of potassium, a charged species to drive ion pair extraction, or even a base to drive
proton-pumping reactions for the formation of organic acids. As depicted schematically in
Figure 16.1, the reaction mechanism depends on the partition coefficient of the ion, PI+ , of
the ligand, PL, of the complex itself, PIL+ , and the association constants in water, Kw

a , and
in the organic phase Ko

a .
Extensive studies have been carried out to derive the voltammetric response of the

different types of assisted ion transfer for different techniques, such as cyclic voltammetry
and differential pulse voltammetry. This part of electrochemistry at soft interfaces has
found many applications, mainly for the determination of complexation constants for liquid
extraction [4], and these are of interest not only for nuclear reprocessing but also for the
development of amperometric ion-selective electrodes [5].

These measurements are usually made by recording the voltammetric responses with the
variation of the concentration of one of the species. In the case of the 1 : 1 extraction of an
aqueous ion by interfacial complexation when the ion is in excess, the half-wave potential
is given by

Δw
o 𝜙 1

2

= Δw
o 𝜙

◦
i − RT

F
lnKo

a + RT
F

ln
( ao

iL

aw
i ao

L

)
+ RT

F
ln
(Do

iL

Do
L

)
(16.8)

where Ko
a is the association constant in the organic phase, defined by

Ko
a =

ao
iL
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i ao

L

(16.9)
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Figure 16.1 Schematic of assisted ion-transfer reaction mechanism, where the empty squares
symbolize the ligand and filled squares the complex.
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Figure 16.2 Schematic electron transfer reaction mechanism, where the circles symbolize
aqueous species and squares organic species.

16.1.3 Electron Transfer Reactions

Electron transfer (ET) reactions at soft interfaces, similar to assisted ion transfer reactions,
can occur either heterogeneously or homogeneously in the vicinity of the interface following
the transfer of one of the reactants (see Figure 16.2).

The Nernst equation for a monoelectronic heterogeneous ET reaction is given by
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where
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SHE
is the standard redox potential of the aqueous redox species expressed

with respect to the Standard Hydrogen Electrode (SHE), and where
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where �̃� is the electrochemical potential.
[
E◦

O2∕R2

]o

SHE
is often the most difficult to deter-

mine; a method often used involves measuring the standard redox potential of the organic

species, for example by voltammetry, with respect to the ferrocene scale,
[
E◦

O2∕R2

]o

Fc
.

In this way, it is only necessary to determine the standard redox potential of the fer-
rocinium/ferrocene couple in the organic phase with respect to the aqueous SHE by means
of a thermodynamic cycle.

One very interesting class of ET reactions at soft interfaces are those that are photoini-
tiated. Following the pioneering studies of the Russian school, including those of Volkov
[6] and Kuzmin [7], it has been shown that photosensitizers soluble in one phase are
often adsorbed at the interface and can be quenched by electron donor or acceptors. This
class of reaction offers interesting perspectives to design biomimetic approaches to artifi-
cial photosynthesis. Photoelectrochemistry at the interfaces between two immiscible elec-
trolyte solutions (ITIES) is rather analogous to photoelectrochemistry at a semi-conductor
electrode, where the potential drop within the semi-conductor should be considered.
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Figure 16.3 Schematic photo-electron transfer reaction mechanism.

Figure 16.3 shows a schematic representation of a photoelectron transfer reaction where a
sensitizer (S*) in one phase is quenched by an electron donor (Q) in the adjacent phase. A
charge-transfer complex [S− – Q+] is formed at the interface. In a bulk solution, recombina-
tion often occurs due to the cage effect formed by the solvent molecules. At soft interfaces,
the dissociation of the charge transfer complex into photoproducts can be favored by the
presence of the static electric field, and this is still a very important point to quantify in the
coming years.

In photo-ET reactions, the interface can be illuminated in a total internal reflection mode
in such a way that only the sensitizers located in the evanescent wave, usually a few
hundred nanometers thick, can be photoexcited. The interfacial quenching can be followed
by monitoring the photocurrent for a given electric polarization of the interface. In a series
of reports, intensity-modulated photocurrent spectroscopy (IMPS), originally developed for
semi-conductor photoelectrochemistry, has been used to measure the kinetics of photo-ET
at the ITIES [8]. By varying the frequency of the light intensity modulation from 10 kHz
to 1 mHz, it is possible to cover the domain relevant to the different steps. By using
quasi-elastic light scattering, the adsorption of different sensitizers at the interface has been
measured, and by using light polarization-modulated reflectance it has been shown that
their orientation can also be studied.

16.2 Electrocatalysis at Soft Interfaces

Until now, the methodology available to study charge transfer reactions at soft interfaces has
been rather mature, and studies in the field have shifted to the study of catalyzed reactions
such as the oxygen reduction reaction (ORR), hydrogen evolution reaction (HER), or even
oxygen evolution reaction (OER). For this, two classes of catalysts have been used: (i)
molecular catalysts; and (ii) nanoparticle solid catalysts. These two approaches draw their
inspiration from classical molecular catalysis and from electrocatalysis, respectively.
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16.2.1 Oxygen Reduction Reaction (ORR)

Oxygen reduction in biosystems is carried out by cytochrome oxidase using two iron heme
groups and two copper centers. Overall, it is a four-electron process that reduces oxygen to
water, as it is important in living systems to minimize the production of hydrogen peroxide
and reactive oxygen species (ROS).

In the chemical industry, more than a megaton of hydrogen peroxide is produced yearly
in a biphasic reaction scheme known as the anthraquinone auto-oxidation process, where
reduced anthraquinone is used to reduce oxygen to H2O2 and where the anthraquinone is
reduced again by hydrogen on a palladium catalyst.

The reduction of oxygen at soft interfaces was first reported by Schiffrin [9], and also by
Kihara [10], using ferrocene and tetrachlorohydroquinone, respectively. It has been shown
that decamethylferrocene was an efficient electron donor to reduce oxygen to hydrogen
peroxide. When studying oxygen reduction in biphasic systems, it is important to ensure
that the electron donor does not reduce H2O2, at least in the time scale of the experiment.
Although tetrathiafulvalene meets this requirement, strangely enough this small organic
molecule is able to reduce oxygen to water very selectively, albeit rather slowly [11].
One class of molecular catalysts that have been studied widely for oxygen reduction are
the porphyrins and phthalocyanins. As it happens, these planar molecules usually adsorb
at liquid–liquid interfaces and can act as a catalyst for oxygen reduction using lipophilic
electrons donors and aqueous protons. Free-base porphyrins such as 5,10,15,20-tetraphenyl-
21H,23H-porphine (H2TPP) can bind oxygen and catalyze the two-electron reduction to
H2O2. Cobalt porphyrins, such as 2,8,13,17-tetraethyl-3,7,12,18-tetramethyl-5-p-amino-
phenylporphyrin cobalt(II) (CoAP), have also been widely studied for this purpose [12].
Here, oxygen binds to the cobalt metal center to form (Co-O2)AP, which protonates at
the interface to form the adduct [(Co-O2H)AP]+. The latter is then reduced in a proton-
concerted reaction by the lipophilic electron donor to yield H2O2 and the oxidized porphyrin
that, in turn, is reduced in the bulk organic phase by the lipophilic electron donor, as shown
in Figure 16.4.

One unique property of the ORR with porphyrins adsorbed at ITIES is that the reac-
tion mechanisms depend strongly on aggregation and self-assembly. Whereas, isolated

Figure 16.4 Oxygen reduction. Reprinted with permission from Ref. [12]. Copyright (2010),
American Chemical Society.
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Figure 16.5 Oxygen reduction by isolated or aggregated porphyrins.

molecules favor the two-electron production of hydrogen peroxide, self-assembled or
stacked porphyrins favor the four-electron reduction of oxygen to water (Figure 16.5). This
was clearly demonstrated using both planar and neutral porphines or for self-assembled,
oppositely charged cobalt tetramethylpyridinium porphyrin (CoTMPyP4

+) and cobalt tetra-
sulfonatophenyl porphyrin (CoTPPS4

−). For the latter, the self-assembled cobalt porphyrins
were as efficient as the synthetized co-facial (so-called Pacman) analogs such as [Co2(DPX)]
(DiPorphyrins (DP) with a xanthenyl (X) bridge), to produce water with a selectivity of
80% [13].

Of course, it is possible to reduce oxygen at ITIES functionalized with platinum nanopar-
ticles floating at the interface.

16.2.2 Hydrogen Evolution Reaction (HER)

It has been shown that metallocenes can reduce acids to form hydrogen, and this approach
has been pursued to evolve hydrogen at soft interfaces. In a series of reports, it has been
shown by the present author’s group that cobaltocene and decamethylferrocene in 1,2-
dichloroethane react with aqueous protons to form hydrogen, and that the process is much
faster if the interface is polarized positively to favor formation of the metallocene hydride.
The reaction is believed to proceed by protonation of the hydride to form a di-hydride
that can release hydrogen, or by a homolytic pathway involving two hydrides. This former
mechanism is therefore analogous to a Volmer–Heyrovsky mechanism in the classical HER,
and the latter to a Volmer–Tafel reaction. Although, so far, ferrocene can be used for H2
evolution, other metallocenes such as osmocene, decamethylosmocene and decamethyl-
ruthenocene can produce hydrogen under light excitation. Overall, the reaction can be
written

2Mco + 2H+w → 2Mc+o + H2

where Mc stands for metallocene (see Figure 16.6).
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Figure 16.6 Metallocene redox potential on the standard hydrogen electrode scale.

The HER can be catalyzed using nanoparticulate catalysts. For example, platinum and
palladium nanoparticles can be electrodeposited in-situ using the metallocene itself to
reduce the corresponding aqueous salt, for example, PtCl4

2− or PdCl4
2−. Other inorganic

catalysts such as molybdenum disulfide (MoS2), molybdenum boride (MoB) or molybde-
num carbide (Mo2C) can also be used [14]. These inorganic catalysts are insoluble in both
phases but are deposited at the interface by sedimentation. In fact, Mo2C was found to be a
more powerful catalyst than platinum itself at the ITIES. Recently, a more efficient way to
produce hydrogen at a liquid–liquid interface was demonstrated by using graphene or carbon
nanotubes (CNTs) decorated by inorganic catalysts [15]. In this way, the interface is func-
tionalized by electron conductors that can collect electrons all along the tube from the donors
in the organic phase. Aqueous protons are reduced to hydrogen at the carbon-supported
semi-conductor catalyst nanoparticles that act as nanoelectrodes, with the carbon–catalyst
interface forming a Schottky barrier; this mechanism is shown in Figure 16.7.

H2″

CNT″

cat″

D″

H+″

H2″

H+″

D+″
D″ D+″ D″ D+″

H2″

H+″

Figure 16.7 Hydrogen production at soft interface functionalized by electron-conducting car-
bon nanotubes (CNT) decorated by nanoparticle catalysts (cat).
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16.3 Micro- and Nano- Soft Interfaces

Following Fleischmann’s studies on microelectrodes, a series of micropipettes to support
micro-liquid–liquid interfaces was developed. One of the major difficulties with the inter-
face between two ITIES is the high resistance of the organic phase; however, by using
micropipettes it became possible to study ion transfer reactions from aqueous to very
poorly conductive organic phases [16]. As shown in Figure 16.8, the asymmetric diffusion
fields – with linear diffusion in the solution located inside the pipette and spherical diffusion
in the solution where the micropipette was immersed – yielded asymmetric voltammograms
with a steady-state current for the ingress reaction and a peak-shaped current for the egress
reaction.

Such voltammograms as shown in Figure 16.8 cannot be obtained by analytical solutions
of the diffusion equations, and for this reason computer simulations of electrochemical
processes have been developed. Much progress has been made in this respect; from the
finite difference approaches coded in Fortran and running on a mainframe computer, to the
finite element packages running on Sun workstations, and now to the Comsol Multiphysics
programs running on a personal computer, the evolution of that field has been tremendous.
Nonetheless, as the tool becomes increasingly performant the user must likewise be increas-
ingly careful in the validation of the computational results. When possible, an analytical
solution retains advantages.

For the case of ion transfer voltammetry at the tip of a micropipette, many groups – and
in particular that of Shao at Peking University [17] – have developed the technology of
pipette pulling to a point where it is now possible to reproducibly pull nanopipettes such
that an opening at the tip may have a diameter of only few nanometers. The voltammograms
obtained at nanopipettes are steady-state both for the ingress and egress reactions. In fact,
if diffusion in the nanopipette is considered to be of a spherical nature occurring in a solid
angle, and that diffusion outside the nanopipette is also spherical, it is possible to show that
the steady-state current, Iss, is given by:

Iss = 𝜋nFDcr𝜃 (16.12)

water

organic
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Figure 16.8 Schematic ion ingress transfer at a micro-ITIES (left), and the current response
for an ingress–egress voltammogram.
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where D is the diffusion coefficient, c is the concentration, r is the radius at the tip, and 𝜃
is the shank angle [17].

Another approach to realizing micro- or nano-liquid interfaces is to drill micro- or nano-
holes (or even arrays) in polymers films or wafers and to support the interface in the holes.
In this way, the diffusion fields are symmetric and steady-state voltammograms similar to
those obtained on a solid microelectrode can be recorded. These supported micro-interfaces
have found applications in ion sensing, and detectors for ion chromatography have also
been realized.

16.4 Plasmonics at Soft Interfaces

Surface-enhanced Raman spectroscopy (SERS) was one of the major discoveries of Martin
Fleischmann’s career, and since the early experiments on pyridine on roughened silver
electrodes, the plasmonic properties of SERS have by now been well established. Consid-
ering that the electron oscillations in the dipolar approximation of the Mie theory depend
strongly on the refractive index of the surrounding solvent, metallic nanoparticles located
at an ITIES may have a double resonance, for example, if the nanoparticle straddles the
interface with each half oscillating at different frequencies. It has been shown that gold films
formed at ITIES can form liquid mirrors, and that it is possible to observe a longitudinal
propagation of the plasmon with an angular dependence similar to those observed for gold
films evaporated on a solid support such as glass. Furthermore, it has been shown that it was
possible to record SERS spectra at ITIES functionalized by silver or gold nanoparticles [18].

16.5 Conclusions and Future Developments

Soft interfaces present some very interesting properties. Compared to solid electrodes, they
are defect-free in a sense but dynamic, not to say unstable. A rather extensive methodology
has been developed over the years to study charge transfer reactions. The concepts devel-
oped – in particular the role of the potential difference to control ion partition – have been
used to model ion-selective electrodes and to develop amperometric ion sensors. They have
also been used to address phase-transfer catalysis from a more physical standpoint.

The grand challenge now is to develop applications. One goal of the author’s research
group is to develop a water-splitting process based on the use of biphasic reactions. In natural
photosynthesis, water is oxidized by the photosystem II to produce oxygen, whereas at the
other end of the Z-scheme NAD is reduced to NADH. Indeed, mother Nature does not rely
on hydrogen as a fuel but on hydrides. The concept to be pursued preferentially consists of
two polymer tubes running on the ground, mainly to avoid the use of expensive flat glass
panels. Each tube contains an emulsion between an aqueous and an organic phase, and
in both tubes the organic phase contains a mixture of electron acceptors and donors, such
tetracyanodimethane (TCNQ) and tetrathiafulvalene (TTF). The first tube is dedicated to the
photo-production of hydrogen and contains a sensitizer and nanoparticle solid combining
an electron conductor (e.g., a CNT) and a nanoparticle catalyst, as shown in Figure 16.9.
The net reaction in tube 1 is:

4TTFo + 4H+w + 4A−w hv
−−−−−−→ 2H2 + 4TTF+o + 4A−o
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Figure 16.9 Photo-reduction of protons in Tube 1 and photo-oxidation of water in Tube 2,
both starting from an aqueous solution containing a salt composed of weakly hydrophilic ions
(tetramethylammonium tetrafluoroborate) and hydrochloric acid.

where A− is a mildly hydrophilic anion that can be extracted in the organic phase by TTF+

such as BF4
−. The second tube is dedicated to the water photo-oxidation and contains a

sensitizer and another nanoparticle catalyst. The net reaction is:

4TCNQo + 2H2O + 4C+wA−w hv
−−−−−−→ O2 + 4TCNQ−o + 4C+o + 4H+w + 4A−w

where C+ is a mildly hydrophilic cation that can be extracted by TCNQ− such as tetramethy-
lammonium and A− is a weakly hydrophilic anion such as BF4

−. These two photo-reactions
are summarized in Figure 16.9.

At the end of each tube, the solutions are degassed to recover hydrogen and oxygen,
and the nanoparticles are recovered. The two immiscible phases are then separated on a
decanting filter. The two aqueous phases are mixed according to the reactions shown in
Figure 16.10, while the two organic phases are mixed to reset the sacrificial species ready
for another cycle. The resulting salt C+A− is then extracted back into water to be mixed
with the two aqueous phases. The resetting reaction in the organic reads:

4TTF+oA−o + 2C+oTCNQ−o −−−−−−→ 4TTF + 4TCNQ + 2C+wA−w

The net reaction is the sum of all these steps, and can written as:

2H2O
hv

−−−−−−→ 2H2 + O2

The major advantage of this approach from an economical viewpoint is to be membrane-
free and not to rely on flat glass panels, as do most other photoelectrochemical cells
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Figure 16.10 Mixing and resetting reactions.

(PECs). The major challenge is the yield of the photosensitized reaction in the presence
of reversible electrons, rather than the classically used triethylamine as sacrificial electron
donor or persulfate as sacrificial electron acceptors.

All in all, electrochemistry at soft interfaces is more than just a curiosity as often heard
from “conventional electrochemists.” Martin Fleischmann, together with Sir Graham Hills,
David Schiffrin and Roger Parsons, were those who encouraged the author to explore this
new field, and this review is dedicated to their vision and their friendship.
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17
Electrochemistry in Unusual Fluids

Philip N. Bartlett
University of Southampton, Chemistry, UK

The vast majority of electrochemical studies have been conducted in aqueous solution,
followed by studies in a limited number of high-dielectric nonaqueous solutions (e.g.,
acetonitrile, DMSO, propylene carbonate, dimethyl formamide) and, more recently, in
ionic liquids. Nevertheless, electrochemists have always been interested in the possibili-
ties offered by more unusual media, including the opportunity to have a wider potential
window and to study electrochemical reactions at higher potentials, to extend the scope of
electroanalysis to new analytes and media, or the deposition of a wider range of materials.
To some extent, electrochemistry at extreme conditions of temperature [1] or pressure [2]
offers some of these same challenges and possibilities.

The development and application of microelectrodes by Martin Fleischmann during the
1980s opened up significant opportunities for the extension of electrochemistry away from
studies in “conventional” media characterized by high ionic conductivity at temperatures
and pressures close to ambient. The low iR drop at microelectrodes made possible studies
in solutions with no deliberately added electrolyte [3] and at high potentials in inert solvents
[4]. It also opened up the possibility to conduct electrochemistry of gas-phase species [5]
by partition into thin adventitious or deliberately deposited electrolyte films between a
closely spaced microelectrode and counterelectrode [6, 7]. Microelectrodes also offer the
significant advantages of steady-state voltammetric behavior at slow scan rates, which can
be of significant benefit in studies under conditions where it is difficult to implement forced
convection electrodes, such as the rotation disk or channel geometries.

There are four states of matter: solid, liquid, gas, and plasma. Electrochemistry in the
solid and liquid states has been, and still is, widely studied. In contrast, electrochemical
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studies and applications in the gas phase and plasma are much less common as these are
unusual fluids for electrochemistry and challenging to work with. Yet despite this – as
will be shown in this chapter – they are of great interest to electrochemists and could be
technologically useful.

17.1 Electrochemistry in Plasmas

A plasma is a state of matter made up of a (roughly) neutral mixture of positive and
negative particles. As such, it is inherently electrically conducting in a similar way to the
conventional electrolyte solutions used in electrochemistry. Plasmas can be produced in
a variety of ways, for example by electrical discharge or by radiofrequency excitation. In
these cases, the system is far from thermal equilibrium and the charge carriers are molecular
or atomic ions and free electrons with the electron temperature (in Kelvin) tens, hundreds
or thousands of times greater than the gas temperature. Plasmas of this type are widely
used in materials processing for cleaning and for deposition [8], and several groups have
studied the effects of electrolytic deposition from a plasma. For example, Vennekamp and
Janek [9] studied the galvanostatic and potentiostatic deposition of AgCl on Ag electrodes
in an inductively coupled chlorine plasma, while Kawabuchi and Magari [10] and Ogumi
et al. [11] used low-temperature plasmas to electrodeposit metal oxides, Uchimoto et al.
[12] deposited metal halides, and Richmonds et al. have recently described the use of an
atmospheric pressure plasma as a gaseous, metal-free electrode for electron transfer to
aqueous solution [13].

The link between arc plasmas and electrochemistry was explored by Vijh [14], who
studied 32 metals and compared the electrochemical description of the plasma–metal
interface with that of treating the interface as a boundary between two plasmas, one for
the metal and the other for the arc. Vijh concluded that the interface could be described
as a metal/electrolyte interface with a characteristic interfacial potential distribution which
depended on the choice of metal.

Over the past 12 years, Caruana and coworkers have made a series of reports investigating
electrochemistry in flame plasmas. Flames represent a convenient and relatively controlled
way to generate a plasma. In the flame plasma there is a thermal equilibrium between the
electrons and the ions and neutral species. In Caruana’s studies the flames are produced
using a Méker burner fed with a premixed flow of methane, oxygen and nitrogen gas. The
methane flame is a weak plasma which is overall neutral. The negative charged species
are mainly electrons, while the positive species are predominantly molecular ions (CHO+,
H3O+) with concentrations as high as 1013 cm−3 (equivalent to ∼16 nM). This type of
flame has a calculated adiabatic temperature of around 2870 K [15, 16]. In later studies,
Caruana and colleagues changed to using hydrogen instead of methane; with hydrogen, the
calculated adiabatic temperature is around 2300 K [17, 18].

Metal ions can be introduced into the flame by injecting an aerosol of the appropri-
ate aqueous metal salt. The metal ions can be present in the flame as M+, M+⋅H2O or
M+ ⋅ 2H2O. When considering the electrochemistry here it is important to realize that, in
the flame plasma, the mobility of the electrons in much higher than that of the ions (by a
factor of ∼1000). For example, the mobilities of Cs+ and H3O+ in the flame plasma are
5.0 cm2 V−1 s−1 and 8.0 cm2 V−1 s−1, respectively, whereas the mobility for electrons is
4000 cm2 V−1 s−1 [16].
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In their early studies, Caruana et al. measured the potential difference in a single flame
between two dissimilar metal electrodes (chosen from Ti, Mo, Nb, Hf, Ta, and W, because
of their high melting points and low ionization potentials) [15]. Consequently, stable,
reproducible potentials were observed and it was possible also to demonstrate a Nernstian-
like relationship between the potential and the composition of a Pt/Rh alloy electrode.
Preliminary voltammetric studies were also carried out at a Pt working electrode, using
a three-electrode configuration for flames containing iron and copper ions. The results of
these initial experiments confirmed that the flame acts rather like an electrolyte solution
and can be used as a medium for electrochemistry.

By designing the burner so that there are two separate gas mixtures – each of which can be
seeded with a different metal salt or different concentrations of metal salt feeding two flames
that are in contact – it is possible to achieve a greater control over the experiment. Caruana’s
group have used this arrangement to study the electrochemical diffusion potential in the
flame [16]. This is the equivalent of the classical electrochemical measurement of a liquid
junction with transference. The potential arises because of the difference in the mobilities of
the different ions on either side of the junction. Given the significant differences in mobility
of the cations and electrons in the flame, it can be expected that significant effects will be
seen under the correct conditions. Experimentally, Caruana et al. showed that the potential
difference varied with the concentration of Cs+ ions in the two flames, and demonstrated
a good agreement with the model developed by Henderson [19] for the classical liquid
junction. They also showed that the diffusion potential was independent of the flow rate,
as expected, and varied with the concentration gradient in the flame. Similar results were
obtained by Goodings et al. for a hydrogen flame, using a different flame geometry and
doping the flame with Na+ and methane [20].

Using the same approach with two flames, Caruana et al. have studied the overall cell
potential in the case where the ionic species introduced into the two flames are different
[18, 21]. In this case, Li, K and Cs were used [18] as well as Cu [21]. The total cell
potential is composed of contributions from the mixed potentials at the two electrodes and
the diffusion potential at the junction of the two dissimilar flames. The mixed potential at
each electrode surface is determined by the two surface reactions:

e−(g) → e−(el) (17.1)

M+
(g) + e−(el) → M(g) (17.2)

where e−(g) is the electron in the plasma and e−(el) the electron in the metal electrode. This
leads to the following expression for the overall cell potential [18]

Ecell =
𝛼

(
Δ𝜙◦′

M∕M+ − Δ𝜙◦′
N∕N+

)
(𝛼e− + 𝛼)
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where Δ𝜙◦′ are the standard potentials, 𝛼 are the transfer coefficients and i0 the exchange
currents for the different electrode reactions, n is the concentrations of the species, and the
subscripts refer to the different species involved, M/M+, N/N+ and e−. The subscripts R,
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L, Rw and Lw refer to the right and left flames and right and left walls, respectively. Δ𝜙diff
is the diffusion potential.

According to this model the overall cell potential depends on four terms. The first term
contains the standard potentials and describes the dependence on the identity of the chemical
species in the two flames. The second term describes the Nernstian dependence on the
concentrations of the different species at the electrode surface. The third term describes the
potential dependence on the electrode kinetics, and the final term is the diffusion potential.

This electrochemical model was shown to be consistent with the experimental results
and, as expected, the diffusion potential was found to make a significant contribution to the
overall cell potential because of the significant difference in mobility for the electrons and
cations. In contrast, changing the cation from Li+ to Cs+ had little effect on the diffusion
potential. One of the experimental advances in this study was the use of boron-doped
diamond electrodes, which have the advantage of slowly eroding in the flame and therefore
resisting surface contamination better than Pt electrodes.

As in all electrochemistry, for voltammetric studies it is very helpful to have a reference
electrode that provides a stable, reproducible potential. For flame electrochemistry, Fowowe
et al. [22] investigated the use of an electrode made from a powdered mixture of metal and
a corresponding metal oxide packed in a recrystallized ceramic tube. Of the various metals
studied, the Ti/TiO2 system was found to give the best performance. The availability of
a suitable reference electrode allows reproducible voltammetric studies. Using a conven-
tional three-electrode system, Elahi et al. [17] have investigated the electrochemistry of
heteropolyanions in flames; the experimental arrangement is shown in Figure 17.1. The
reference and counter electrode are placed in one flame and the working electrode in the
other; the redox species to be studied are then injected, in the form of an aqueous aerosol,
into the flame impinging on the working electrode.

Figure 17.2 shows the resulting voltammograms for (NH4)6H2W12O40, (NH4)6Mo7O24
and NH4VO3 nebulized into the flame to generate the molecular oxides such as WO3
and MO3. The voltammograms are rather curious, as they show several peaks (rather than
waves) at different potentials depending on the species, with the same peaks, in the same
direction, observed on the cathodic and anodic scans. This is clearly very different from
the type of voltammetry usually seen in solution. Similar results were obtained when
the reference electrode was changed to yttria-stabilized zirconia (YSZ), which has the
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Figure 17.1 Schematic cross-section of the three electrodes in the flame, showing the position
of the working electrode in a hole in the platinum electrode shield. Reproduced with permission
from Ref. [17]. Copyright © 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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Figure 17.2 Cyclic voltammetry recorded in a flame. Aqueous solutions containing
1 × 10−3 mol dm−3 (a) (NH4)6H2W12O40, (b) (NH4)6Mo7O24 and (c) NH4VO3 were neb-
ulized in the right-hand flame. Forward (black) and backward (red) scans at 1 V s−1, starting
from 1 V. Reproduced with permission from Ref. [17]. Copyright © 2012 WILEY-VCH Verlag
GmbH & Co. KGaA, Weinheim.

advantage of greater stability [23]. The peaks in the voltammetry were shown to depend
on the concentration of redox species introduced into the flame, the area of the working
electrode and also the scan rate, with some peaks increasing and others decreasing with
increasing scan rate [23]. In general, similar results were observed at Pt, Au, and graphite
working electrodes.

To explain the unusual shapes of the voltammetric peaks, the authors suggested that
the results reflected the overlap in the electronic energy states between the electrode and
the species in the gas phase (see Figure 17.3). The important point to note here is that,
unlike the conventional solution case, there is no solvent to provide a thermal bath around
the reacting ion. Therefore, Caruana et al. suggested that electron transfer only occurs
when there is resonance between the Fermi level in the metal, unoccupied molecular
orbital; as the potential sweeps more negative from A to B to C in Figure 17.3, the current
initially increases to a maximum but then falls again in the absence of solvent to carry
away the excess energy. On the reverse scan, the peak is again seen when the Fermi level
comes into resonance with the peak reduction potential ER. These are clearly intriguing
experiments, and it will be interesting to see how these investigations into amperometric
electrochemistry develop.
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Figure 17.3 Energy states on an absolute scale, for the gas-phase reactant species (MO3) and
the electrons in the solid at different Fermi energies A, B, and C, showing that only when the
Fermi energy is at B, electrons transfer to the reactant. At potentials lower (A) or higher (C) than
B, electron transfer is forbidden. The lower figure shows the current versus potential response
for the reduction of MO3 (the cathodic current is a downwards response). Reproduced with
permission from Ref. [17]. Copyright © 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

Although, at present, there is not a full understanding of electrochemistry in flames, it
is clear that there are interesting potential applications. Thus, Caruana’s group have shown
that electroreduction in a flame containing Cu+ can be used to deposit Cu onto diamond
electrodes [24]. In this case, the wide potential window in the flame (>10 V) suggests the
possibility of depositing a wide range of technologically interesting materials. Caruana
et al. have also demonstrated the analytical possibilities of electrochemistry in flames by
using this approach to characterize bioaerosols and other airborne particles [25–27].

17.2 Electrochemistry in Supercritical Fluids

In supercritical fluids (SCFs), the gas molecules of the fluid act as the solvent. Strictly
speaking, an SCF is defined as any fluid above its critical temperature (Tc) and pressure
(pc) (Figure 17.4). However, once the fluid is significantly far from its critical point, so that
its density is significantly below its critical density, it will not be a useful solvent. Density
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Figure 17.4 Schematic representation of a phase diagram illustrating the density evolution
from the liquid to the gas without crossing the T–C line which corresponds to the liquid–gas
equilibrium line, C being the critical point and T being the triple point. Pc and Tc are the critical
pressure and temperature, respectively. Reproduced from Ref. [29] with permission from The
Royal Society of Chemistry.

is a critical parameter of the SCF for electrochemical applications, because it determines
the solubility and degree of dissociation of ionic species [28]. SCFs close to the critical
density are unique solvents that combine the properties of liquids and gases and are used
in many applications [29–31]. As a result of this interest, the properties of SCFs have been
studied in some detail [32–34].

The densities and transport properties of SCFs close to their critical temperature and
pressure lie between those of gases and liquids. In order to be used as a solvent for
electrochemistry, the SCF needs to have a liquid-like density, to ensure high solvation, and
a gas-like diffusion coefficient and viscosity for high mass transport. However, the diffusion
coefficient and viscosity will change as the density of the SCF changes with temperature
and pressure since, unlike conventional solvents, the physical properties of SCFs can be
tuned by changing the temperature and/or pressure [34]. Thus, it is necessary to strike a
balance between the three properties when choosing the conditions (T and p) to carry out
electrochemistry in a SCF. It is also important (as will be seen below) to remember that
the phase behavior will be altered when significant amounts of electrolyte are dissolved in
the fluid, and Tc and pc for the solvent cannot be relied on alone to ensure that the mixture
is in a single-phase, supercritical state. It is essential to properly characterize the phase
behavior for the actual system. In order to use SCFs for electrochemistry it is necessary
to understand the phase behavior of the mixture, and to appreciate how this links to the
solubility and conductivity.

The earliest studies of electrochemistry (as opposed to corrosion) in SCFs were almost
certainly carried out by Williams and Naiditch who, in 1970, described a two-electrode
experiment in which they formed dendritic deposits of silver on a platinum electrode from
“dense gaseous solutions” of AgNO3 in ammonia [35]. As these experiments were carried
out in sealed glass vessels only slightly (7 K) above the critical temperature for NH3, it
is not certain that the fluid was actually in the supercritical (sc) – as opposed to close
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to supercritical – state. Over a decade later in 1981, Silvestri et al. reported the results
of a preliminary study of SCFs as solvents for electrosynthesis when they studied CO2,
bromotrifluoromethane, hydrogen chloride and ammonia [36]. In this case, it was found
that “ . . . a solution of tetrabutylammonium iodide in CO2 was a poor conductor in the
liquid, as well as in the supercritical state. Bromotrifluoromethane, in which the electrolyte
was practically insoluble, also proved to be a very poor conductor”. However, Silvestri and
coworkers were more successful with the more polar, higher dielectric solvents, scHCl and
scNH3, and reported long-term electrolyses for Ag and Fe electrodes in scNH3. Moreover,
although the scHCl was difficult to work with (because it is highly corrosive), elemental
iodine was produced via the electrolysis of KI in scHCl.

These studies were followed, between 1984 and 1997, by a more sustained series of inves-
tigations made by Bard and coworkers, using scNH3 [37–39], water [40–43], acetonitrile
[44, 45], and SO2 [46]. During the course of these studies, techniques were developed for
working with SCFs (and particularly corrosive SCFs such as water) and the electrochem-
istry of both inorganic and organic redox systems was investigated. The studies included Cu
deposition [43], halide oxidation [41], oxygen reduction [41], and hydroquinone oxidation
[41], all from scH2O, and the electrochemistry of solvated electrons and organic redox
couples in scNH3 [37–39].

In all of these early studies, polar fluids with high dielectric constants were used in order
to dissolve and dissociate the electrolyte. These polar fluids generally have high critical
temperatures and pressures (see Table 17.1), and can be highly corrosive; indeed, corrosion
in scH2O is a significant problem in the nuclear industry. Less-polar SCFs such as scCO2
are much more attractive to work with because they have lower critical temperatures and
pressures and are much less corrosive; however, they represent a significant challenge to the
electrochemist because they have very low dielectric constants. As a result, it is extremely
difficult – if not impossible – to dissolve and dissociate sufficient electrolyte to achieve
useful solution conductivities. For example, in one of the few studies in scCO2 Abbott and
Harper [47], when using a hydrophobic electrolyte (tetradecylammonium tetraphenylbo-
rate), found some conductivity (∼10−6 S cm−1) and were able to see some, poorly resolved,
voltammetry for the nickel complex, TDDA2Ni(mnt)2.

One way to overcome this problem is to mix scCO2 with a more polar cosolvent, such
as methanol or acetonitrile. Although these mixtures will still form a single-phase SCF

Table 17.1 Critical temperatures, critical pressures, density at the critical temperature and
pressure and dielectric constant of some supercritical fluids [28, 37, 48–50].

Tc (K) pc (bar) 𝜌c (g cm−3) 𝜀

H2O 647.3 218.3 atm 0.32 6
NH3 405.6 112.5 0.24 3–4
CO2 304.2 72.9 0.47 1.4
CHF3 299.29 48.32 0.5265
CH2F2 351.26 57.82 0.424 4.9
CH2FCF3 374.21 40.49 0.51190 3.5
H2O (l) — — 1.0 78.54
CH3CN (l) — — 0.7857 37.5
CH2Cl2 — — 1.327 9.08
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at the appropriate T and p, the presence of the cosolvents will significantly increase the
solubility of the ionic species and, in turn, the conductivity that can be achieved. Of course,
in these mixed systems the solvation of ions is likely to be predominantly by the more
polar component. Grinberg and Mazin [51] have reviewed the electrochemistry in scCO2
and scCO2 with various cosolvents covering the period up to 1998. In the present author’s
studies [52], comparisons were made of the behavior of mixtures of CO2 with [nBu4N][BF4]
and either methanol (CH3OH) or acetonitrile (CH3CN) as a cosolvent. These experiments
showed that, at similar temperatures and pressures, the solubility of [nBu4N][BF4] was
about fivefold higher in CH3CN + CO2 than in CH3OH + CO2.

When using SCFs – and particularly when using mixed-solvent systems – it is important
to characterize the phase behavior of the system since the addition of significant concen-
trations (>1 mM) of electrolyte are likely to alter the phase behavior. This can be achieved
conveniently by using a view cell in which the different phases can be characterized as a
function of temperature, pressure, and composition [53].

As an example, Figure 17.5 shows the results of a study of the phase behavior of a ternary
CO2–[nBu4N][BF4]–CH3CN system. For the mixture shown in Figure 17.5 there is a single
supercritical phase region in the top left-hand corner of the phase diagram that gives way
to two- and three-phase regions as the pressure is decreased. In principle, addition of the
redox species will also alter the phase behavior, but in practice the effects are generally
small, not least because the concentrations of the redox species are much smaller. Thus, the
addition of about 3.5 × 10−4 mole fraction of a redox species produces only slight shifts
(<2 MPa at fixed temperature) in the supercritical phase boundary for the system shown in
Figure 17.5 [52].

An alternative approach to the use of a cosolvent is to start with a fluid with a higher
dielectric constant. Hydrofluorcarbons (HFCs) have been used as supercritical solvents
for electrochemistry as they are polar and give higher dielectric fluids whilst retaining
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Figure 17.6 Comparison of ferrocene and cobaltocenium waves as a function of pressure in
CCl2F2. Conditions: 90 𝜇M ferrocene, 90 𝜇M cobaltocenium, 10.0 mM [nBu4N][BF4], 388 K;
25 𝜇m-diameter Pt disk electrode; scan rate 20 mV s–1. For clarity, only the forward sweep of
each voltammogram is displayed, with the ferrocene wave recorded first and the cobaltoce-
nium wave immediately after, each wave originating from −0.20 V. Reprinted with permission
from Ref. [54]. Copyright 1994, American Chemical Society.

reasonable critical temperatures and pressures (see Table 17.1). Early studies using scHFCs
were carried out by Olsen and Tallman [54] using microelectrodes to minimize the effects of
the iR drop. In this case, the electrochemistry of ferrocene and cobaltocenium in scCHClF2
containing millimolar tetrabutylammonium tetrafluoroborate electrolyte was studied, and
good voltammetry was obtained for ferrocene and cobaltocenium in scCCl2F2 (Figure 17.6).
Similar results were obtained by Goldfarb and Corti [55–57] for the electrochemistry
of decamethylferrocene in scCHF3 containing tetrabutylammonium hexafluorophosphate
electrolyte.

Abbott and colleagues also recognized the potential of scHFCs for electrochemistry,
and conducted a series of studies in this area between 1998 and 2007 [58–66]. For exam-
ple, when using tetrabutylammonium perchlorate electrolyte in liquid CHF3CH3F and
CH2F2 at 298 K and 10 bar, they demonstrated electrochemical windows of 9.4 and 5.8 V,
respectively [63].

Even when using the more polar SCFs, the issue of electrolyte conductivity is very
important for electrochemical studies. Conductivity depends on the solubility of the elec-
trolyte, the dissociation of the ions, and the mobility of the ions in the SCF. In most of the
reported studies, commercially available electrolytes were employed (e.g., tetrabutylam-
monium tetrafluoroborate) that are conventionally used for nonaqueous electrochemistry.
For example, when Olsen and Tallman [67] measured the equivalent conductivity for con-
centrations of tetrabutylammonium tetrafluoroborate between 6 and 13 mM in scCHClF2 at
388 K, and for pressures from 10 to 24 MPa, they found a nonlinear increase in equivalent
conductivity with the square-root of electrolyte concentration. Such behavior is indicative
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of the formation of triple ions, as predicted by the Fuoss–Kraus equation [68]. Both, Abbott
and Eardley [62] and Goldfarb and Corti [56] also found evidence of the contribution of
triple ions for tetrabutylammonium tetrafluoroborate in scCH2F2 and tetrabutylammonium
perchlorate in scCHF3, respectively.

At Southampton and Nottingham, investigations have been made into using the tetraalky-
lammonium salts of fluorinated aryl borates as electrolytes. The fluorinated aryl borates
are essentially bulkier versions of [BF4]− and were originally developed as anions for
organometallic synthesis [69, 70]; the structures of the ions are shown in Figure 17.7.
Subsequently, the conductivity of the different salts was measured in scCO2/CH3CN (Fig-
ure 17.8) [52, 71]. In terms of the effect of the anions on molar conductivity, the general
trend was [BF4]− ∼ [B(4-C6H4F)4]− < [B(4-C6H4CF3)4]− ∼ [B(C6F5)4]− < [B{3,5-
C6H3(CF3)2}4]−, with the highest molar conductivity (22–26 S cm2 mol−1) achieved using
[B{3,5-C6H3(CF3)2}4]−; [nBu4N][B{3,5-C6H3(CF3)2}4] is about a 10-fold improvement
over [nBu4N][BF4].

Studies of conductivity as a function of concentration for the [B{3,5-C6H3(CF3)2}4]−

salts in scCO2/CH3CN also showed evidence of the contribution from triple ions.
These same electrolytes are also effective in scCH2F2 (Figure 17.9; Table 17.2), and are

more conducting than [nBu4N][BF4] under the same conditions [72]. However, the increase
is less significant than it is for scCO2/CH3CN.
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Figure 17.9 Molar conductivity (Λ) of the supporting electrolytes in CH2F2 at 363.15 K and
pressures up to 32 MPa. The molar concentration of the electrolytes is ∼9.0 mol m−3. ■,
[nBu4N][BF4]; ∙, [NRfBun

3][B{3,5-C6H3(CF3)2}4],; ▴, [nBu4N][B(C6F5)4]; ▾, [nBu4N][B{3,5-
C6H3(CF3)2}4]; �, Na[B{3,5-C6H3(CF3)2}4], (Rf is CF3(CF2)7(CH2)3). Reproduced from Ref.
[72] by permission of The Royal Society of Chemistry.

Table 17.2 Molar conductivity of different supporting electrolytes (∼9.0 mol m−3) in CH2F2
at 363 K and 20 MPa.

Electrolyte Λ (S cm2 mol−1)

[nBu4N][BF4] 124
[NRfBun

3][B{3,5-C6H3(CF3)2}4] 95
[nBu4N][B(C6F5)4] 170
[nBu4N][B{3,5-C6H3(CF3)2}4] 197
Na[B{3,5-C6H3(CF3)2}4] 255

Reproduced from Ref. [72] by permission of The Royal Society of Chemistry.
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In addition to studies of electrolyte conductivity, further studies have been conducted of
other fundamental issues such as diffusion, effects of solvation, and the structure of the
double layer. Goldfarb and Corti [57] carried out a detailed study of the effect of T and p on
the diffusion coefficient for decamethylferrocene in scCHF3, taking account of the effects
of ion pairing and correlating the results on the basis of the Stokes–Einstein model. Abbott
et al. [65, 66] used a quartz crystal microbalance to measure the viscosity of scCH2F2 and
found that this could change significantly (8- to 32-fold increases) at pressures close to the
critical value when an electrolyte was added. Abbott and coworkers also investigated the
effects of ion-pairing on the redox potential of ferrocene carboxylic acid in scCH2F2 [59];
in fact, Abbott et al. are to date the only group to investigate the structure of the double
layer in an SCF [60, 64].

17.2.1 Applications of SCF Electrochemistry

The wide potential window, high mass transport rate, low viscosity and lack of surface
tension make SCFs an attractive medium for the electrodeposition of nanoscale (< 20 nm)
structures and devices. However, few data are available relating to electrodeposition
from SCFs. Both, Williams and Naiditch [35] and Silvestri et al. [36] have deposited
Ag from supercritical or near-supercritical NH3, while MacDonald et al. [43] have
deposited Cu from scH2O. There are also two reports describing the electrodeposition of
conducting polymers from a SCF. This is a rather different situation, because in this case
a neutral species (the heterocyclic monomer) is oxidized to produce a charged polymer
which precipitates on the electrode with the counterion from solution. Atobe et al. [73]
electropolymerized both pyrrole and thiophene from scCHF3 containing tetrabutylammo-
nium hexafluorophosphate, while and Yan et al. [74] deposited poly(pyrrole) films from
scCO2/CH3CN containing tetrabutylammonium hexafluorophosphate.

Part of the present author’s development of SCF electrochemistry for the deposition
of nanoscale structures and devices have included studies of the electrodeposition of
copper [71, 75]. The cyclic voltammetry of [Cu(CH3CN)4][BF4] in scCO2/MeCN with
[nBu4N][BF4] electrolyte is shown in Figure 17.10. In this case, [Cu(CH3CN)4][BF4] is a
good choice for two reasons: (i) as the CH3CN ligand is also the cosolvent, no additional
species are added; and (ii) the use of a Cu(I) complex avoids the presence of Cu(II) and
the problem of comproportionation between Cu(0) and Cu(II). The relative stability of the
Cu(I) and Cu(II) redox states depends heavily on the ligand environment; hence, although it
is possible to electroplate copper from the [Cu(hfac)2] (hfac = hexafluoroacetylacetonate)
from scCO2/CH3CN the comproportionation reaction

[Cu(hfac)2] + Cu(0) + 8CH3CN → 2[Cu(CH3CN)4]+ + 2hfac (17.4)

complicates the process.
The voltammetry in Figure 17.10 shows the characteristic features expected for electro-

deposition with a mass transport-limited reduction of Cu(I) to Cu(0) at negative potentials,
accompanied by a stripping peak for Cu on the return scan. The stripping peak is sharp
and undistorted, showing that iR drop is insignificant in these experiments. The inset in
Figure 17.10 shows a plot of the mass transport-limited currents at a microdisk electrode for
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Figure 17.10 Copper voltammetry was performed in scCO2 with 12.1 wt% CH3CN and
[nBu4N][BF4] (20 mM) at 310 K and 172.4 bar. Electrodes were: 25 𝜇m-diameter platinum disk
working electrode, 0.5 mm-diameter platinum disk pseudo reference, and 0.5 mm-diameter
platinum wire counterelectrode. The sweep rate was 20 mV s−1. Reproduced from Ref. [71].

different concentrations of [Cu(CH3N)4][BF4]. This is a very sensitive way to determine
the diffusion coefficient and solubility of the redox active species, since the mass transport-
limiting current at the microdisk is given by:

IL = 4nFaDc (17.5)

where n is the number of electrons transferred and a is the radius of the microdisk electrode.
Assuming that the diffusion coefficient, D, does not change with concentration, the limiting
current should be proportional to the concentration of species dissolved in the solution. From
the inset in Figure 17.10 it can be seen that the current increases linearly with concentration
at low concentrations, but then sharply reaches a plateau at higher concentrations, indicating
that the solution has become saturated. From the intersection of the two lines a solubility
of [Cu(CH3CN)4][BF4] of 0.49 mM is obtained. From the slope of the initial portion of the
curve where the limiting current varies with the concentration, by using Equation (17.5)
a diffusion coefficient of 3.5 × 10−5 cm2 s−1 can be obtained, which is approximately
1.6-fold larger than the value measured for the same complex in liquid acetonitrile at the
same temperature (2.2 × 10−5 cm2 s−1).

By using this system it is possible to electroplate smooth, reflective copper films onto
macroelectrodes (1 cm2). Figure 17.11 shows scanning electron microscopy (SEM) images
of films deposited at different potentials. The morphology of the deposits varied with the
applied potential so that, at high overpotentials – when the deposition is mass transport-
limited – the films were rough and dendritic, whereas at low overpotentials the films were
smooth, shiny, and adherent. Chemical characterization showed that the films were of high
purity, with resistivity measurements of 4 × 10−6 Ω⋅cm for the best films. This was close to
values reported for copper electrodeposition from aqueous solution (1.75–2 × 10−6 Ω⋅cm,
depending on the plating bath additives [76]).

This same electrolyte solution can be used to deposit copper into nanoscale (<10 nm)
pores [71]. Figure 17.12 shows transmission electron microscopy (TEM) images and
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Figure 17.11 SEM images of copper films deposited from a saturated solution of
[Cu(CH3CN)4][BF4] in 87.4 wt% CO2, 13 wt% acetonitrile, 0.6 wt% [nBu4N][BF4] at 309–
311 K and 138 bar at (a) −0.6 V, (b) −0.9 V, (c) −1.5 V, and (d) −1.7 V versus Pt. Reproduced
from Ref. [71].

characterization data for copper deposited into a mesoporous silica template with a regular
hexagonal array of approximately 3 nm-diameter cylindrical pores approximately 6 nm
apart. The TEM image in Figure 17.12a shows the regular array of cylindrical pores in
cross-section on the left-hand side of the image. The energy-dispersive X-ray (EDX) analy-
sis (Figure 17.12b) shows strong copper (as well as the expected silicon and oxygen) signals,
while the selected area electron diffraction (SAED) analysis (Figure 17.12c) shows diffuse
rings attributed to silica, together with rings consistent with the expected diffraction peaks
for copper. A similar approach can be applied for silver deposition from scCO2/CH3CN
using [Ag(CH3CN)4][BF4] [77].

The use of CH3CN as a cosolvent in scCO2/CH3CN has the disadvantage that it limits
the potential window. It is therefore desirable to use other SCFs which could extend the
potential window and allow the deposition of a wider range of functional materials, includ-
ing magnetic and semiconducting materials. A first step in this direction was to explore the
deposition of elemental germanium, which is a semiconductor with an indirect band gap of
0.66 eV and an important technological material. As single crystalline SiGe layers are used
in integrated electronics [78], the electrodeposition of nanostructured germanium is of great
interest. Consequently, several possible Ge(II) and Ge(IV) reagents have been examined
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Figure 17.12 (a) TEM image of copper nanorods electrodeposited into silica mesopores from
a solution of scCO2 with 12.1 wt% CH3CN, 20 mM [nBu4N][B{3,5-C6H3(CF3)2}4] and 2 mM
[Cu(CH3CN)4][B{3,5-C6H3(CF3)2}4] at 311 K and 172.4 bar. The working electrode was a
0.8 × 0.5 cm ITO on glass slide modified with an approximately 250 nm-thick film of meso-
porous silica; the counterelectrode was a large, coiled, copper wire, and the reference elec-
trode was a 0.5 mm-diameter copper disc; (b) EDX spectrum recorded from the TEM sample in
panel (a); (c) Selected area electron diffraction (SAED) pattern recorded on one of the copper
rods. Reproduced from Ref. [71].

for use in ssCO2/CH3CN and scCH2F2 [79]. Among these, the most promising results so
far have been obtained using GeCl4. At 357 K and 15 MPa, binary mixtures of CH2F2 with
GeCl4 and [NBun

4]Cl form a single-phase, supercritical system. These conditions can be
used for the bulk deposition of Ge, whereby the as-deposited material is amorphous but
can be crystallized under high-intensity laser illumination [79].

Beyond the area of nanostructured materials and electrodeposition, opportunities also
exist for SCF electrochemistry in electrosynthesis, although at present these have been
barely explored. Chanfreau et al. [80] have studied CO2-DMF expanded liquid and scCO2
as solvents for electrocarboxylation, motivated by a desire to develop a “Green Chem-
istry” route; however, the conversion was poor in the absence of DMF and problems
were encountered with the low conductivity of the solution with the electrolytes used.
Sun et al. [81] have studied the electro-oxidation of benzyl alcohol to benzaldehyde in
scCO2/[Bmim][PF6]/CH3CN solutions, and obtained a high product selectivity but a low
rate of conversion. Interest has also been shown in the cathodic reduction of CO2 [82–84],
in which context electrochemistry in scCO2 is an interesting option because of the low
solubility of CO2 in protic and aprotic solvents and the high concentration of CO2 in
the supercritical phase. Abbott and Eardley [61] studied CO2 reduction in a mixed SCF of
1,1,1,2-tetrafluoroethane/CO2 at Pt and Pb electrodes in both liquid and supercritical states.
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Better results were obtained at Pt than at Pb electrodes, with a higher faradaic efficiency
for the formation of oxalate in the supercritical state. One very interesting recent contri-
bution in this area was made by Méndez et al. [85], who used a liquid–liquid interface
between scCO2 and water to carry out the photoreduction of CO2 to CO using ruthenium
tris(2,2′-bipyridyl) as the dye, and nickel cyclam as the catalyst.

17.3 Conclusions

As has been seen, electrochemistry in plasmas and SCFs is possible but presents significant
challenges. Nevertheless, both areas offer interesting challenges and opportunities with
prospects for novel technological applications. Notably, both areas have benefitted – and
will continue to benefit – from innovations originated by Martin Fleischmann.
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If mankind is to satisfy its increasing thirst for energy without a massive increase in green-
house gas emissions, the twenty-first century must become the “solar century.” According
to the BP Statistical Review of World Energy [1], global primary energy consumption in
2012 was equivalent to around 12.5 gigatonnes (Gtoe) of oil. This rate of primary energy
consumption corresponds to a thermal power output of 16 TW. Some 87% of all energy
consumption was associated with burning carbon-based fuels (oil, gas and coal), 7% was
generated as hydroelectricity, 4% was derived from nuclear power stations, and only 2%
came from renewables (e.g., wind, geothermal, solar, biomass and biofuels). With the rapid
expansion of Asian economies and the world’s population predicted to increase by over
30% to reach nearly 10 billion by 2050, it is clear that energy consumption will at least
double from its current value, posing enormous problems in terms of climate change and
sustainability. Several authoritative scenarios predict that 10% of the world’s electricity will
be generated by photovoltaic modules by 2050, but this leaves the problem of providing
green fuels for transport, which currently accounts for around one-quarter of total energy
consumption. Since it is difficult to compete with the high energy density of liquid fossil
fuels by using batteries, there is a pressing need to develop a carbon neutral fuel economy.
The challenge is therefore to develop solar fuels – that is, the chemical storage of solar
energy.

Although Nature has been locking up solar energy in chemical compounds for at least
three billion years since the evolution of photosynthetic organisms, it is only during the
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past 40 years or so that serious attempts have been made to develop systems for artificial
photosynthesis, with efforts essentially having been focused on two approaches.

The first approach involves designing and arranging molecules to mimic the various
components and functions (light absorption, electron and proton transfer, etc.) of the pho-
tosynthetic apparatus, often with substantial simplification. Here, the problem is often
long-term stability. In simple terms, the photosynthetic process is light-driven water split-
ting, and the only way that the photosynthetic center can survive the extreme oxidizing
conditions associated with molecular oxygen production is by continual self-repair (Pho-
tosystem II is replaced several times a day in higher plants). The introduction of self-repair
into artificial photosynthetic systems is a daunting task.

The second approach, which is the main focus of this chapter, involves using stable
inorganic materials (mainly semiconducting oxides) for light-driven water splitting. Here,
the similarities with photosynthesis are reduced to the three steps: light harvesting; charge
separation; and electron transfer. These processes are the basic components of “semicon-
ductor photoelectrochemistry,” a topic that the author was first encouraged to investigate
by Martin Fleischmann. This chapter outlines the basic physics and chemistry involved in
light-driven water splitting at semiconductor electrodes, and also provides a brief overview
of some of the problems that arise when trying to apply “traditional” models to light-driven
water-splitting reactions. For an up to date survey of the area with chapters by leading
researchers in the field, the reader is referred to a recent book [2].

18.1 A Very Brief History of Semiconductor Electrochemistry

Three key names associated with the development of semiconductor electrochemistry are
Gerischer [3], Memming [4], and Pleskov [5], all of whom contributed to placing the
subject on a firm theoretical and experimental basis. Their investigations into single-crystal
semiconductors such as the Group II–VI compounds ZnO, CdS and the Group III–V
materials GaAs and GaP laid the foundation for an upsurge of interest in regenerative
photoelectrochemical solar cells, triggered by the 1973 oil crisis. These cells were based
on mimicking conventional solid-state solar cells by using semiconductor electrodes in
contact with redox electrolytes. Although impressive efficiencies were obtained over the
next 10 years [6], problems with complexity and stability eventually led to a decline in
interest. Today, the only remaining regenerative photoelectrochemical solar cell device
that is the subject of intense research is the dye-sensitized solar cell (DSC), as developed
by Grätzel’s group at EPFL in Lausanne [7, 8]. Since regenerative photoelectrochemical
devices generate electrical power, they can be considered as alternatives to conventional
photovoltaic cells. By contrast, photoelectrolysis cells (PECs) involve nonregenerative
reactions at the electrodes, in the most common case the hydrogen evolution reaction
(HER) and the oxygen evolution reaction (OER). Either, or both, of these reactions can be
driven by light. The first report to draw attention to the possibility of using semiconductor
oxides for photoelectrochemical water splitting appeared as a very short note in Nature
in 1972, by Fujishima and Honda [9]. Their photoelectrolysis cell consisted of an n-type
single-crystal rutile (TiO2) anode illuminated with ultraviolet (UV) light and a platinum
black cathode. Although not widely appreciated at the time, the separated anode and cathode
compartments contained solutions with different pH values, providing an additional voltage
bias that assisted photoelectrolysis.
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Figure 18.1 Basic processes taking place in the Fujishima and Honda photoelectrolysis cell.

The basic processes occurring in the Fujishima and Honda PECs are illustrated in
Figure 18.1. When the semiconductor is immersed in the electrolyte and a suitable bias
voltage is applied, a space charge region or depletion region forms at the semiconductor
electrolyte junction, leading to the band bending, as shown in Figure 18.1. Electron–hole
pairs created by the absorption of photons with energy greater than the band gap of rutile (3.0
eV) are separated in the space charge region that is formed at the semiconductor/electrolyte
junction: the holes move to the interface and electrons to the back contact. The holes, which
are electron vacancies in the valence band of the TiO2, can accept electrons from water,
leading ultimately to oxidation to molecular oxygen. Electrons pass from the conduction
band of the TiO2 to the cathode, where hydrogen evolution occurs. The criteria for this
overall light-driven water-splitting process to occur efficiently are explored in the next
section.

Although water splitting using the small UV component of sunlight is clearly not an
efficient process, Fujishima and Honda’s report marked the starting point for concerted
efforts during the 1970s and 1980s to find suitable semiconductor materials that would
satisfy the thermodynamic, kinetic and stability criteria for light-driven (or light-assisted)
water splitting. In spite of the development of an 11% efficient pre-commercial device
by Texas Instruments for the photoelectrolysis of HBr and HI using p- and n-type silicon
microspheres [10], progress towards a commercially viable water-splitting device has been
slow. Quite apart from the scientific criteria mentioned above, the cost targets are very
demanding: Parkinson and Turner [11] have recently reviewed the techno-economic aspects
of solar hydrogen production, and concluded that a solar-to-hydrogen efficiency of at
least 15% is required in order to produce hydrogen at a commercially competitive price.
Nevertheless, the past few years have seen a resurgence in activity on solar fuels in general,
with most of the emphasis on the production of hydrogen by water splitting, either in
photoelectrolysis cells or, to a lesser extent, using dispersed semiconductor powders or
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colloids. Today, solar fuels are an important research priority; for example, in the United
States the Joint Center for Artificial Photosynthesis (JCAP) is the world’s largest research
program devoted to solar fuel generation technology; other centers in the United States
include the Center for Bio-Inspired Solar Fuel Production at Arizona State. A new Solar
Fuels program has been started at the Helmholtz Center in Berlin, and there are several
initiatives elsewhere in Europe, including the Nordic initiative for solar fuel development
and The European Science Foundation’s EuroSolarFuels program.

18.2 Thermodynamic and Kinetic Criteria for Light-Driven
Water Splitting

At room temperature and pressure, the cell voltage must exceed 1.23 V in order for the
electrolysis of water to occur (this voltage corresponds to the standard potential the O2/H2O
couple). In practice, electrolysis requires an additional voltage to overcome the activation
energy barriers associated with the HER and OER. This additional voltage corresponds
to the sum of the current density-dependent overpotentials (kinetic and mass transport) at
the cathode and anode, plus the ohmic voltage drop in the electrolysis system. A typical
polymer electrolyte membrane (PEM) electrolyzer requires a voltage of 2.0 V to operate at
a current density of 1 A cm−2. In a photoelectrolysis cell of the type shown in Figure 18.1,
the thermodynamic criteria are that the free energy of holes in the TiO2 and the free energy
of electrons in the Pt cathode must be adequate to oxidize and reduce water, respectively.

In semiconductor physics, the equilibrium free energies of electrons and holes are
expressed in terms of the corresponding Fermi energies or (equivalently) their electro-
chemical potentials. In order to enable comparison with the electron energy levels in the
electrolyte, it is useful to define the redox Fermi levels on the vacuum scale using the
approximate relationship

EF,redox = −4.5eV − qUredox (18.1)

where Uredox is the standard reduction potential of the redox couple concerned and q is
the elementary charge. In our case we are interested in the H+/H2 and O2/H2O potentials,
0 and +1.23 V, respectively. The Fermi level in the semiconductor is related to the Fermi
Dirac function, fFD, which describes the probability of occupation of energy levels.

fFD = 1

1 + exp
(

EF − E

kBT

) (18.2)

The Fermi–Dirac function can be approximated by the Boltzmann function if (EF – E)
is much greater than kBT. The Fermi energy EF determines n and p, the concentrations of
electrons in the conduction and valence bands, respectively.

n = NC exp
(

EF − EC

kBT

)
p = NV exp

(
EV − EF

kBT

)
(18.3)

where NC and NV are the densities of states in the conduction and valence bands and EC and
EV are the conduction and valence band energies. In the case of metals, the Fermi energy
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corresponds to the uppermost occupied energy level in the partly filled conduction band
(probability of occupation 1∕2).

In photoelectrolysis cells, the concentrations of electrons and holes are changed from
their dark equilibrium values due to creation of electron–hole pairs by absorption of pho-
tons. Since thermal equilibration with lattice vibrations is much faster than the electron–hole
recombination of electrons, electrons and holes can be considered to be in thermal equi-
librium with the lattice, even though they are metastable states. Therefore, Fermi–Dirac
statistics can still be used by defining quasi-Fermi levels (nEF and pEF) for electrons and
holes in terms of their steady-state concentrations under illumination, n* and p*.

n∗ = NC exp
(

nEF − EC

kBT

)
p∗ = NV exp

(EV − pEF

kBT

)
(18.4)

It is these quasi-Fermi levels that are important in defining the thermodynamic criteria
for light-driven water splitting. In the case of an n-type semiconductor such as rutile,
the concentration of electrons in the dark is high (typically >1016 cm−3), whereas the
concentration of holes is vanishingly small since the law of mass action applies.

np = NCNV exp
(−Eg

kBT

)
(18.5)

where Eg is the band gap energy. Illumination creates equal numbers of holes and electrons,
but because n > p for a n-type semiconductor in the dark, n* ≈ n whereas p* ≫ p under
illumination. As a consequence, the quasi-Fermi level for holes is displaced downwards
toward the valence band energy EV. Notice that this downward displacement from EF to

pEF corresponds to an increase in the free energy of holes that arises from the entropic
(i.e., concentration) term in their chemical potential. The separation of Fermi levels under
illumination corresponds to the generation of an internal photovoltage: it is this photovoltage
that can be used to drive water splitting.

Now, we are in a position to define the thermodynamic criteria for light-driven water
splitting under short-circuit conditions in a two-electrode photoelectrolysis cell. nE needs to
lie above the H+/H2 redox Fermi level, and pEF needs to lie below the O2/H2O redox Fermi
level. As the electron Fermi level for n-type semiconductors is close to the conduction band,
this means in practice that the conduction band energy should lie well above the H+/H2
redox potential. At the same time, the valence band needs to be sufficiently far below
the O2/H2O Fermi level to ensure that water oxidation by holes is feasible. In addition
to satisfying these thermodynamic criteria, the semiconductor needs to be stable under
illumination. Many semiconductors are either oxidized or reduced under illumination as
a consequence of the reaction of holes or electrons with the crystal lattice. For example,
n-type ZnO is oxidized by photogenerated holes to form Zn2+ and oxygen.

The positions on the vacuum energy scale of the conduction and valence bands of oxide
semiconductors immersed in aqueous electrolytes depend on pH [12]. Generally, the bands
move upwards in energy by 59 meV per (increasing) pH unit. This pH dependence, which
arises from changes in the surface dipole potential associated with acid–base equilibria at
the oxide surfaces, is the same as that of the reversible hydrogen and oxygen redox Fermi
levels, so that changing the pH does not affect the band positions relative to the reversible
hydrogen and oxygen levels. Figure 18.2 illustrates the positions of the conduction and
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Figure 18.2 Positions of conduction and valence band of some oxide semiconductors on the
reversible hydrogen (RHE) scale.

valence bands of some oxides relative to the reversible hydrogen redox Fermi level. It can
be seen that only wide band gap oxides such as SrTiO3 actually satisfy the criteria. In the
majority of cases, it is necessary to apply an additional voltage bias to lift the Fermi level
of the cathode high enough for proton reduction to occur. One way to achieve this voltage
bias is to use a tandem cell in which a solar cell placed behind the photoanode absorbs light
at photon energies below the band gap of the oxide, and thus generates a bias voltage that
is applied to the electrolysis cell [13]. This is an example of “photo-assisted electrolysis”;
photoanode materials used in this arrangement include Fe2O3 [14] and WO3 [15].

18.3 Kinetics of Minority Carrier Reactions at
Semiconductor Electrodes

Although, so far, the discussion has centered on the thermodynamic criteria for water
splitting, it is also necessary to consider the kinetics of electron transfer. Any practical
photoelectrochemical water-splitting device must operate at a current density that is deter-
mined by the efficiency of the device and the fraction of the incident photon flux that is
absorbed by the semiconductor(s). If, for example, a minimum band gap of 2.0 eV is needed
to guarantee a sufficiently high photovoltage to drive water splitting, then the maximum
possible photocurrent density would be approximately 15 mA cm−2 at 1 sun (AM 1.5).
For a practical device, therefore, the quasi-Fermi levels for electrons and holes need to lie
above and below the hydrogen and oxygen Fermi levels by an amount that corresponds to
the overpotentials for the HER and OER respectively at this current density. In practice,
the larger overpotential is associated with the four-hole oxidation of water: the HER at
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catalytic electrodes requires only low overpotentials at the current densities corresponding
to 1 sun. This discussion highlights two points: (i) that the requirement to overcome the
overpotential for light-driven OER means that pEF at the surface of the semiconductor
needs to be several hundred meV below the oxygen Fermi level; and (ii) that catalysis of
the OER is likely to be a central issue as the four-electron–four-proton process is generally
slow.

Electrochemists tend to take for granted the fact that the rate of electron transfer at an
electrode varies with applied potential, as expressed by the Butler Volmer or Tafel equations,
and this potential dependence is, after all, the basis for most electrochemical techniques.
In terms of the energy level picture developed above, changing the potential of a metal
electrode by some amount, ΔU, corresponds to shifting the Fermi level of the metal relative
to the electrolyte redox level by a corresponding amount, −qΔU. The electrochemical
potential of electrons in the metal is given by

𝜇n,m = 𝜇n,m − qΦm (18.6)

where 𝜇n is the chemical potential and Φm is the inner or Galvani potential of the metal.
The electrochemical potential of electrons in a redox electrolyte involving a one-electron
transfer is

𝜇redox =
(
𝜇R − 𝜇O

)
− qΦsol (18.7)

The equilibrium inner potential difference between the metal and the solution is therefore

ΔΦm,sol = 𝜇n,m − (𝜇O − 𝜇R) (18.8)

Remembering that the Fermi level is equivalent to the electrochemical potential of electrons,
it can be seen that changing the potential difference across the metal solution interface
changes the relative position of the metal and redox Fermi levels. In effect, the potential
change is located across the Helmholtz layer, and the activation energy for cathodic electron
transfer is changed by some amount 𝛼qΔΦm,sol, where 𝛼 is the transfer coefficient. Changing
the potential of a metal electrode will therefore alter the potential energy of electrons.
Electrochemists are familiar with the concept of overpotential, which is used to describe
the deviation of ΔΦm,sol from its equilibrium value.

In the case of illuminated semiconductor electrodes, the situation is different, however. A
space charge layer is formed at the semiconductor/electrolyte junction when the electrode
potential is made more positive (for an n-type semiconductor) or more negative (for a
p-type semiconductor) than the flat band potential Efb. The space charge region arises from
removal of the majority carriers, leaving the immobile ionized donor (positively charged) or
acceptor (negatively charged) species. If a space charge region is present, minority carriers
(holes for an n-type semiconductor and electrons for a p-type semiconductor) move to the
solid/liquid interface where they can react. The electrochemical potential of these minority
carriers is equivalent to their quasi-Fermi level [16]. The extent of the space charge region
is generally much larger than the width of the Helmholtz layer, and as a consequence the
majority of any change in electrode potential appears across the space charge region, with
only a very small change in the potential drop across the Helmholtz layer. It follows that
the activation energy – and hence the rate constant of electron transfer involving minority
carriers – is virtually independent of potential. Changes in rate – and hence current density –
are associated primarily with changes in the concentration of carriers at the surface. For
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this reason, photocurrents at semiconductor electrodes depend on light intensity, but in the
ideal case they become independent of voltage when the width of the space charge region
exceeds the penetration depth of the light (photocurrent saturation region). In terms of the
quasi-Fermi levels, it is the entropic logarithmic term in the electrochemical potential that
matters. For photogenerated holes, for example,

𝜇p = 𝜇0
p + kBT ln

p

NV
+ qΦsc (18.9)

[cf. Equation (18.4)]. In practical terms, this means that the key parameter as far as photo-
electrochemical kinetics is concerned is the minority carrier quasi-Fermi level. In principle,
the overpotential in this case can be defined as the difference between the quasi-Fermi level
of the reacting minority carriers and the redox Fermi level. It is worth noting that the elec-
trochemical potential of the redox electrolyte also depends on the ratio of concentrations
of the oxidized and reduced species, as expressed by the Nernst equation in the form

𝜇redox = 𝜇
0
redox +

kBT

q
ln

nR

nO
(18.10)

The analogy with Equation (18.9) will be apparent.

18.4 The Importance of Electron–Hole Recombination

Photoelectrolysis involves carrying out one or both of the water-splitting half-reactions
with minority carriers (in principle, an n-type photoanode and a p-type photocathode can
be used). In the bulk of a semiconductor, where the concentration of majority carriers
(e.g., electrons for a n-type semiconductor) is high, minority carriers are generally short-
lived because they are lost by rapid recombination with majority carriers. Nonradiative
recombination generally takes place through defects that give rise to an energy level in the
band gap, and hole lifetimes for n-type oxide materials such as TiO2 are on the order of
nanoseconds. By contrast, minority carrier lifetimes in ultrapure silicon may be as high as
milliseconds, which raises the question of why it is possible at all to drive the water-splitting
reactions at oxide photoanodes with such short-lived charge carriers. Bulk recombination
is a pseudo-first-order process because majority carriers are in large excess. This allows a
minority carrier lifetime, 𝜏min, to be defined that is inversely proportional to the majority
carrier concentration, which in turn is determined by the doping density. In order to help
minority carriers survive for long enough to drive water splitting, it is necessary to lower
the concentration of majority carriers. In principle, this could be achieved by reducing the
doping, but this increases the resistance of the semiconductor, leading to ohmic losses. The
key to success is the space charge region, where the local concentration of majority carriers
depends on the electrostatic potential, so that their concentration at the surface is many
orders of magnitude lower than in the bulk. If the potential drop across the space charge
layer is Δ𝜙SC, the concentration of majority carriers at the semiconductor surface is given
(for an n-type semiconductor) by

nx=0 = nbulke
−Δ𝜙SC

kBT (18.11)
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It follows that increasing Δ𝜙SC by 600 mV, for example, lowers nx=0 by around ten orders
of magnitude, and this gives minority carriers that reach the surface the chance to live for
long enough to take part in the rather slow reactions involved in water splitting. In the
simplest model, where the diffusion length of minority carriers Lmin =

√
Dmin𝜏min is much

smaller than W, the width of the space charge region, only electron–hole pairs created in
the space charge layer are separated, leading to water splitting. The wavelength-dependent
external quantum efficiency (EQE) of the water-splitting process is therefore approximated
by the fraction of the incident light that is absorbed in the space charge region

EQE(𝜆) = 1 − e−𝛼W(𝜆) (18.12)

where 𝛼(𝜆) is the absorption coefficient.
This sounds good; provided that W is larger than 1/𝛼, the EQE should be high. However

there is another problem. The surface of a semiconductor in contact with an electrolyte
solution is usually non-ideal.1 Defects and chemical species formed by interaction with
the electrolyte give rise to electron energy levels that lie in the band gap. These surface
states can promote recombination of electrons and holes – a process referred to as surface
recombination [17–20]. Even if such states are absent before the semiconductor is illumi-
nated, they may be formed under illumination by the reaction of minority carriers with the
semiconductor surface or with the electrolyte. The desired reaction in photoelectrolysis –
electron transfer from or to water – therefore has to compete with surface recombination.
The longer that minority carriers remain at the surface waiting to take part in water splitting,
the greater the danger that they will be lost by recombination. This means that slow electron
transfer will lead to low water-splitting efficiencies.

Surface states not only promote electron–hole recombination, they also give rise to non-
ideal behavior of the semiconductor electrolyte junction because they can store electronic
charge and therefore change the potential drop across the Helmholtz layer. In extreme cases,
the electrode may behave more like a metal, with the majority of any change in applied
potential appearing across the Helmholtz layer rather than across the space charge region;
this effect is referred to as “Fermi level pinning.”

18.5 Fermi Level Splitting in the Semiconductor–Electrolyte Junction

Since photogenerated minority carriers recombine very rapidly in the neutral bulk of the
semiconductor, it is only in the space charge region that a substantial change in minority
carrier concentration occurs under illumination. As the concentration of minority carriers is
highest near the surface, this is where the splitting of the Fermi levels is also largest. In the
case of an n-type photoanode that is being used for water splitting, the quasi-Fermi level
for holes will move downward under illumination until it is sufficiently low to drive the
oxidation of water. In practice, this means that that it must lie below the oxygen Fermi level
by an amount corresponding to the overpotential associated with current flow, as shown in
Figure 18.3. It is worth noting at this point that it is the gradient of the quasi-Fermi level

1 A rare exception is the hydrogen terminated (111) surface of silicon in acidic fluoride solutions, where the surface state density
is extremely small.
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Figure 18.3 Photoassisted electrolysis using an n-type photoanode. A bias voltage Vbias is used
to raise the Fermi level of the cathode above the reversible hydrogen potential by an amount
corresponding to the cathodic overpotential 𝜂C. The bias also induced a band bending qΔ𝜙SC
in the space charge region of the photoanode. The broken lines show the quasi-Fermi levels
for holes and electrons (see text for details).

(or electrochemical potential) and not (as is often assumed) the gradient of electrostatic
potential which is the “driving force” for hole transport [21], as the current density at any
point is given by

jp (x) = p (x)𝜇p

𝜕𝜇p (x)

𝜕x
(18.13)

where

𝜕𝜇p (x)

𝜕x
=

kBT

p (x)
𝜕p (x)
𝜕x

+ q
𝜕𝜙 (x)
𝜕x

(18.14)

The first term in Equation (18.14) corresponds to diffusion, and the second term to migration.
The steady-state profile of holes across the space charge region is the result of a balance
between the effect of the electric field, which pushes holes towards the surface, and the
effect resulting in a steep gradient of concentration which tends to drive holes back in the
other direction.2

It is often assumed that the quasi-Fermi level of electrons in the space charge region
does not deviate substantially from the dark Fermi level, but this is only an approximation
because, as shown above, the equilibrium concentration of electrons can fall to very low
values near the interface. As the local electron density can be increased significantly by
illumination, the local quasi-Fermi level of electrons will increase towards the surface (not
shown in Figure 18.3). If surface recombination occurs, there will be a flux of electrons into
the surface states, casing the quasi-Fermi level to pass through a maximum. The change in

2 Note, however, that the separation of the electrochemical potential into the “chemical” and “electrical” terms is entirely notional:
the two components cannot be separated experimentally, in spite of the fact that physicists like to talk about “drift-diffusion”
models.
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slope reflects the fact that, near the surface, electrons move towards the surface whereas
deep in the space charge region they move towards the back contact.

The quasi-thermodynamic treatment outlined here leads to the prediction that a minimum
light intensity is required to drive the minority carrier Fermi level to the point where electron
transfer becomes thermodynamically feasible. However, as pointed out by Gregg and Nozik
[22], such a threshold would be almost impossible to detect since the initial redox Fermi
level for water splitting will be far from the standard value because the concentration of
product (oxygen in the case of a photoanode) will be very small.

18.6 A Simple Model for Light-Driven Water-Splitting Reaction

Calculations of the electron and hole concentration profiles across the space charge region
can be carried out by numerical methods developed for semiconductor junctions. If the
reaction of minority carriers with the electrolyte or solvent is slow, then very high con-
centrations can build up at the surface, and this is certainly the case in water-splitting
reactions which have high activation energies. The build-up of minority carriers predicted
by numerical modeling [23] can be detected in some cases by microwave reflectance meth-
ods: an excellent example is light-driven hydrogen evolution on p-Si [24]. In this case,
the build-up of electrons close to the interface is so extreme that it leads to a redistri-
bution of the potential drop across the space charge and Helmholtz regions that can be
detected as a photoinduced capacitance and a delayed onset of the photocurrent–voltage
curve [24].

Numerical modeling (or indeed, modeling of any type) has not been used very much
for light-driven water-splitting reactions; the vast majority of reports have been only semi-
quantitative and focused on the materials or performance aspects. A very simple analytical
model developed in the author’s group considers the kinetics of charge transfer and recom-
bination in terms of nominal surface concentrations (cm−2) of electrons and holes. This
model, which is illustrated in Figure 18.4, has been applied successfully for low levels
of illumination to predict the transient and periodic photocurrent response to pulsed or
modulated illumination [25, 26]. Here, an examination is made of how robust the model is
when dealing with water splitting at typical solar intensities.

To simplify the analysis, recombination in the space charge region is ignored, and surface
electron–hole recombination is formulated in terms of the surface concentration of majority
carriers present in the dark. Consider an n-type semiconductor electrode with a space charge
region. If the diffusion length of holes, Lp, is much smaller than W, the flux of holes, Jp,
into the surface under steady-state conditions is given by [cf. Equation (18.12)]:

Jp (𝜆) = I0(1 − e−𝛼W(𝜆)) (18.15)

where I0 is the incident photon flux. Holes reaching the surface may either accept electrons
from the electrolyte (oxidation), or they may combine with electrons so that

dpsurf

dt
= 0 = Jp − ktrpsurf − krecpsurf (18.16)
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Figure 18.4 Simple kinetic model showing the photogenerated hole flux, Jp, the hole transfer
flux, Jtr = ktrnsurf and the electron flux Jrec = krecnsurf due to surface recombination. See the text
for steady-state and transient solutions based on this model.

where ktr and krec are first-order rate constants for charge transfer and surface recombination,
respectively. Surface recombination is assumed to be pseudo first-order if the surface
electron concentration is much higher than the surface hole concentration (i.e., nEF is much
closer to the conduction band than pEF is to the valence band). It follows from Equation
(18.16) that the steady-state surface hole concentration and the corresponding steady-state
photocurrent, j(∞), are given by

psurf =
J0

ktr + krec
j (∞) = qktrpsrf = qJp

ktr

ktr + krec
(18.17)

Here, krec depends on the electron concentration at the surface, which is determined by
Δ𝜙SC, the potential drop, across the space charge region, 𝜎, the capture cross-section for
recombination and 𝜐th the thermal velocity of electrons.

krec = 𝜎𝜐thnbulke
−Δ𝜙SC

kBT (18.18)

In order to see how useful this simple model is, some reasonable values can be placed into
the above expressions. Typical values of ktr for water oxidation by holes at oxide electrodes
such as Fe2O3 are remarkably small – of the order of 1–10 s−1 [26]. If the potential drop
across the space charge region is small, say 0.24 V, the equilibrium (dark) concentration
of electrons at the surface will be approximately four orders of magnitude lower than the
bulk value, which is determined by the doping density (ca. 1018 cm−3 for Fe2O3). Taking
an electron thermal velocity of 104 cm s−1 and a recombination cross-section of 10−17 cm2

gives [cf. Equation (18.18)] krec = 10−17 × 104 × 1018 × 10−4 = 10 s−1. This is of the
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same order of magnitude as ktr. In general, the fraction, f, of the hole flux Jp that is used to
produce oxygen is given by the ratio

f =
ktr

ktr + krec
(18.19)

Suppose the hole flux Jp is on the order of 1016 cm−2 s−1 (corresponding to a relatively
modest current density of 1.6 mA cm−2). If ktr and krec are both of the order of 10 s−1, the
surface concentration of holes will be 5 × 1014 cm−2 [cf. Equation (18.17)]. This illustrates
the severe limitations of this type of model: this surface hole concentration corresponds
to something like one hole for each surface atom. In fact of course, the holes are not
located at the surface but near the surface. If it is supposed that most of the holes are
located within about 10 nm of the surface, for example, this would correspond roughly
to a volume concentration of 5 × 1020 cm−3. This would mean that the semiconductor
has become degenerate at the surface: in other words, the hole Fermi level lies inside
the valence band and Fermi–Dirac statistics apply; in essence, the surface has become
metallic. Clearly the model is looking very questionable. Furthermore, the model began
by assuming that surface recombination is pseudo-first-order – that is, the electrons are
in excess. However, this is not the case; the dark concentration of electrons at the surface
was calculated above to be only 1014 cm−3, which is many orders of magnitude lower than
the hole concentration. This means that there is what is known as a “type inversion” at
the surface so that p* ≫ n* and the model breaks down completely. Following this line of
argument, it was found that the simple model is only useful for the very slow hole reactions
that are typical of light-driven water splitting if: (i) the incident light flux is very much
lower than for typical solar intensities; and (ii) the potential is close to the flatband potential
so that the potential drop in the space charge region is small. Nevertheless, the model does
show that slow photoelectrochemical processes are likely to lead to extremely non-ideal
behavior because a minority carrier build-up will distort the potential distribution across
the semiconductor electrolyte junction. This effect is referred to as “light-induced Fermi
level pinning.”

18.7 Evidence for Slow Electron Transfer During Light-Driven
Water Splitting

One of the most well-studied oxide systems is hematite (𝛼-Fe2O3) [27]. Both photoelec-
trochemical [26, 28, 29] and spectroscopic [30] measurements have indicated that the
oxidation of water by photogenerated holes in Fe2O3 is a slow process. This can be seen,
for example, from the slow relaxation of the photocurrent when illumination is switched on
and off, as illustrated in Figure 18.5. The explanation of the observed decay and overshoot
is as follows. When the light is switched on, holes move towards the interface, generating
a displacement current, qJp. As the surface hole concentration begins to build up while
holes wait to receive electrons from water, electrons begin to move to the surface, where
they recombine with the holes. The addition of a constant hole current and the increasing
electron current leads to a decay in the photocurrent until a steady state is reached. When
the light is switched off, the hole flux disappears, but electrons continue to flow to the
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Figure 18.5 Transient photocurrent response of thin film 𝛼-Fe2O3 electrode at 0 V versus
Ag |AgCl, showing the decay and overshoot characteristic of surface electron–hole recombi-
nation. Electrolyte 1.0 M NaOH.

surface to react with the remaining holes until they disappear, either by electron transfer
from water or by recombination.

The general solution of Equation (18.16) leads to the following normalised expressions
for the on and off photocurrent transients

j (t) − j (∞)
j (0) − j (∞)

= e−t∕𝜏 (18.20)

j∞∕j0 =
ktr

(ktr + krec)
(18.21)

j(t > t0)

j(0) − j(t0)
= e−t(ktr+krec) (18.22)

Here, j(0) is the “instantaneous” photocurrent observed when the light is switched on. It
corresponds to the displacement current qJp. j(∞) is the steady-state photocurrent, that is,
the plateau following the initial decay. j(t/t0) is the off transient observed when the light is
switched off a t = t0. Inspection of these equations reveals that the two unknown parameters
ktr and krec can be extracted from the analysis of the photocurrent transients. In practice, it
is often better to use small-amplitude perturbations of the illumination of the type used in
intensity-modulated photocurrent spectroscopy (IMPS), because large amplitude changes
in light intensity can lead to other effects such as changes in band bending. Alternatively,
small-amplitude square-wave modulation can be superimposed on a large background
illumination level.

Values of ktr and krec obtained using low-intensity small-amplitude intensity modulation
(IMPS) are illustrated in Figure 18.6 for a hematite electrode that had been treated with
a cobalt(II) solution to enhance performance [26]. It can be seen that ktr is indeed of the
order of 10 s−1, and it is almost independent of potential; krec, by contrast, changes by over
three orders of magnitude as the potential is made more positive. The crossover point of the
two plots is found to correspond to the half-way point on the rising photocurrent–voltage
curve, as predicted by Equation (18.17). Interestingly, however, the potential dependence
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Figure 18.6 Potential dependence of the rate constant for interfacial electron transfer (ktr) and
surface recombination (krec) measured by IMPS for a cobalt-treated Fe2O3 electrode. Note that
the plots cross at –0.35 V versus Ag |AgCl. At this point, half of the holes reaching the surface are
lost by recombination. At more positive potentials (> −0.2 V versus Ag |AgCl), recombination
becomes unimportant. Electrolyte 1.0 M NaOH.; illumination 455 nm, 11 mW cm−2. The
treatment involved placing a drop of 10 mM cobalt nitrate solution on the electrode surface
for 60 s, followed by rinsing with pure water for 30 s.

of krec is far from the “ideal” value of 59 mV per decade, which indicates that the simple
pseudo-first-order dependence employed in the model is not valid. This may indicate that
the assumption of a flat electron quasi-Fermi level is incorrect. The dependence may also
reflect the fact that the model considers only a simple one-hole oxidation reaction, whereas
in fact a four-hole process is involved [25].

18.8 Conclusions

This brief excursion into light-driven water-splitting reactions should suffice to show that
this is an area where much remains to be done. While current research is largely focused
on materials and device architectures, there is a pressing need for better modeling of the
mechanisms and kinetics of the reactions, particularly of the light-driven OER. At the same
time, density functional theory modeling of the oxide–solution interface is beginning to
shed new light on the possible rate-determining steps in oxygen evolution. Finally, further
studies are required to identify new surface catalysts that can promote a faster electron
transfer without acting as recombination centers.
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Martin Fleischmann was an electrochemical impresario, who conducted his exploration of
the subject with all of the skill and knowledge of a master symphony maestro. His many,
impressive accomplishments are cataloged in this book and in the scientific literature, and
serve as a beacon for those who follow in his footsteps. Although Martin did not use
impedance methods extensively in his own work, he did use electrochemical impedance
spectroscopy (EIS) to explore electrochemical processes at electrodes of different geome-
tries [1,2]. However, it was his masterful treatment of electrochemical reaction mechanisms
that forges the link between Martin’s work and that of others who seek to define reaction
mechanisms using impedance techniques.

In this chapter, the point defect model (PDM), describing the formation and breakdown
of passive films, is reviewed and developed. It is shown how important model parameters
can be extracted from experimental impedance data and used to calculate the steady-state
barrier layer thickness and passive current density as a function of voltage. In particular, the
model is used to define the mechanism of the formation of Cu2S on Cu in sulfide-containing
brine. The present studies were conducted to provide a scientific basis for estimating the
lifetimes of copper canisters in crystalline rock repositories in Sweden for the disposal of
high level nuclear waste (HLNW).
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19.1 Theory

The PDM was developed by Macdonald and coworkers as a mechanistically based model
that could be tested analytically against experiment [3–5]. The PDM is now highly devel-
oped and, to the present authors’ knowledge, there are no known conflicts with experiment,
where confluence between theory and experiment has been first demonstrated. Indeed, the
model has predicted new phenomena that have subsequently been observed, including the
photo-inhibition of passivity breakdown (PIPB) [6–9], and has provided a theoretical basis
for designing new alloys from first principles [10, 11]. The PDM has been used previously
to interpret electrochemical impedance data by optimizing the model on the experimentally
determined real and imaginary components of the interphasial (metal/passive film/solution)
impedance, with considerable success [12–16]. An earlier version of the model has been
used extensively to analyze the data obtained in this program for carbon steel in simulated
concrete pore water, and these analyses will be discussed at length in a later report. With
the exception of one recent publication [17], all of the previous work from the present
authors’ laboratory used the commercial DataFit [18] software for optimization, which
employs the Levenberg–Marquardt [19] method of minimization, in order to optimize the
model onto the experimental data and to estimate values for various model parameters. The
optimization procedures described below were performed using the same model as pre-
viously; however, the optimization was performed with a newer method of optimization,
namely differential evolution (DE), using custom software [20], which resolves many of
the issues associated with parameter optimization of functions of this type. The quality
of solution is vastly improved (several orders of magnitude reduction in the chi-squared
error over gradient-based methods). An overview of Evolutionary Algorithm methods is
presented in Ref. [21]. Although gradient-based methods are computationally much faster
than evolutionary methods (such as DE), without operator experience and the requirement
for non-intuitive knowledge about a highly dimensional system, they are not operationally
more efficient. The person-hours saved more than makes up for any shortcomings in terms
of computational speed.

19.2 The Point Defect Model

As noted above, the PDM was developed to provide an atomic-scale description of the
formation and breakdown of passive films. The physico-chemical basis of the PDM is
shown in Figure 19.1.

Briefly, the model postulates that defect generation and annihilation reactions occur at
the metal/barrier layer (m/bl) and the barrier layer/outer layer (bl/ol) interfaces, which
are separated by a few nanometers, and that these reactions essentially establish the point
defect concentrations within the barrier layer. The charged point defects are envisioned
to move across the film in a direction that is consistent with their charge and the sign
of the electric field (oxygen vacancies and metal interstitials from the m/bl interface,
where they are generated, to the bl/s interface, where they are annihilated, and cation
vacancies in the reverse direction). The electric field strength (𝜀 = 1–5 × 106 V cm–1) is
such that the defects move by migration, not by diffusion. Finally, it is assumed that the
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Metal / Barrier Oxide Layer Outer Layer/Solution

(1) m + V𝜒′
M

k1−−−−→ MM + vm + 𝜒e′ (4) MM

k4−−−−→ M𝛿+ + V𝜒′
M + (𝛿 − 𝜒 )e−

(2) m
k2−−−−→ M𝜒+

i + vm + 𝜒e− (5) M𝜒+
i

k5−−−−→ M𝛿+ + (𝛿 − 𝜒 )e−

(3) m
k3−−−−→ MM +

𝜒

2
VÖ + 𝜒e− (6) VÖ + H2O

k6−−−−→ OO + 2H+

(7) MO𝜒∕2 + 𝜒H+ k7−−−−→ M𝛿+ +
𝜒

2
H2O + (𝛿 − 𝜒 )e−

| |
(x = L) (x = 0)

Figure 19.1 Interfacial defect generation/annihilation reactions that are postulated to occur
in the growth of anodic barrier oxide films according to the Point Defect Model. m ≡ metal
atom; V𝜒′

M ≡ cation vacancy on the metal sublattice of the barrier layer; M𝜒+
i ≡ interstitial

cation; MM ≡ metal cation on the metal sublattice of the barrier layer; V ⋅⋅
O ≡ oxygen vacancy

on the oxygen sublattice of the barrier layer; OO ≡ oxygen anion on the oxygen sublattice of
the barrier layer; M𝛿+ ≡ metal cation in solution.

potential drop across the bl/s interface (∅f∕s) is a linear function of the applied voltage
and pH

∅f∕s = 𝜶V + 𝜷pH + ∅0
f∕s (19.1)

such that the potential drop across the m/bl interface is given as

∅m∕f = (1 − 𝛼) V − 𝛽pH − 𝜀L − ∅0
f∕s (19.2)

where L is the thickness of the barrier layer and ∅0
f∕s

is a constant. The form of Equation
(19.1) is dictated by an electrical double-layer theory for oxide/solution interfaces. Other
assumptions and postulates are contained in the original publications [6, 7].

The electron current density, I, which is sensed in an external circuit, is given by:

I = F
{
𝜒k1CL

v + 𝜒k2 + 𝜒k3 + (𝛿 − 𝜒) k4 + (𝛿 − 𝜒) k5C0
i + (𝛿 − 𝜒)k7

}
(19.3)

where CL
𝜈

is the concentration of cation vacancies at the m/bl interface and C0
i is the

concentration of cation interstitials at the bl/ol (bl/s) interface. Note that Equation (19.3)
does not depend upon the concentration of oxygen vacancies, or upon the rate constant for
Reaction (6) in Figure 19.1. Thus, no relaxations in the impedance response involve oxygen
vacancies, but this is essentially an artifact of considering Reaction (3) in Figure 19.1, to
be irreversible. If this reaction was considered to be reversible, then a relaxation involving
oxygen vacancies would be present. Furthermore, the concentration of H+ is considered
to be constant, corresponding to a well-buffered solution, and is included in the definition
of k7, as indicated in Equation (19.6). Parenthetically, it should be noted that the inclusion
of reversible reactions would allow the PDM to also account for the reduction of passive
films, albeit at a considerable cost in mathematical complexity.
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Using the method of partial charges, the rate constants for the reactions are found to be
of the form [7]:

ki = k0
i exp

[
ai

(
V − RolI

)
− biL

]
i = 1, 2, 3 (19.4)

ki = k0
i exp

[
ai

(
V − RolI

)]
i = 4, 5 (19.5)

and

k7 = k0
7 exp

[
a7

(
V − RolI

)](CH+

C0
H+

)n

(19.6)

where n is the kinetic order of barrier layer dissolution with respect to H+. In deriving these
expressions theoretically, it is assumed that a resistive outer layer, Rol, exists on the surface
of the barrier layer and that the passive current flows through the outer layer to a remote
cathode, which is the normal experimental configuration. Because of this, the potential that
exists at the bl/ol interface must be corrected from that applied at the reference electrode
located at the outer layer/solution interface by the potential drop across the outer layer,
where Rol (Ω cm–2) is the specific resistance of the outer layer. The coefficients in the rate
constant expressions are summarized in Table 19.1.

It can be assumed that the applied potential changes sinusoidally around some mean
value (V) in accordance with Equation (19.7):

V = V + 𝛿V = V + ΔVej𝜔t (19.7)

where 𝜔 is an angular frequency and ΔV is the amplitude (the bar over a letter refers to
the corresponding value under steady-state conditions). Accordingly, in the linear approx-
imation the independent variables have the following response f = f + Δfej𝜔t, where f
represents the current density, I, and values on which I depends, namely, L, C0

i , CL
𝜈
, and the

various rate constants.
The task, then, is to calculate the faradic admittance, YF, which is defined as:

YF = 1
ZF

= 𝛿I
𝛿V

= ΔI
ΔV

(19.8)

where ZF is the faradic impedance. Note that I is a function of the potential at the bl/ol
interface (U), but the potential that is modulated is that at the outer layer/solution (ol/s)
interface (V), or close to it, depending upon the exact placement of the tip of the Luggin
probe. The two potentials are related by

U = V − RolI (19.9)

It is evident that,

1
YF

= 1

Y0
F

+ Rol or YF =
Y0

F

1 + RolY
0
F

(19.10)

where Y0
F is the admittance calculated in the absence of the outer layer, assuming that

the potential at the bl/ol interface is U under steady-state conditions. It can be seen that
YF → Y0

F as Rol → 0 and YF → 1∕Rol for Y0
F → ∞; that is, the interphasial impedance

becomes controlled by the outer layer in the limit of an infinitely large outer layer specific
resistance or an infinitely small barrier layer admittance.
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The values of U and other steady-state values can be easily calculated. Assuming some
arbitrary value of U, it is possible to immediately calculate ki, i = 4, 5, 7 from Equations
(19.5) and (19.6). From the rate equation for the change in thickness of the barrier layer,
which is written as

dL
dt

= Ωk3 − Ωk7 (19.11)

we have k3 = k7, i.e.

LSS =
(

a7 − a3

b3

)
U +

(
C7 − C3

b3

)
pH + 1

b3
ln

[(
k0

7

k0
3

)(
CH

C0
H

)n]
(19.12)

After that, the values ki (i = 1, 2) can be calculated by using Equation (19.4).

The values of the steady-state concentrations C
0

i and C
L

𝜈
(concentrations of metal intersti-

tials at the bl/ol interface and oxygen vacancies at bl/ol interface) can be found by equating
the rates of formation and annihilation at the two interfaces to yield:

C
L

v =
k4

k1

(19.13)

C
0

i =
k2

k5

(19.14)

and

C
0

O =
k3

k6

(19.15)

Equations (19.13) to (19.15) follow from the condition that steady-state fluxes of cation
vacancies, cation interstitials, and oxygen vacancies, are the same at the two interfaces.

Finally, it is possible to calculate the values of

I = F
{
𝜒k1C

L

v + 𝜒k2 + 𝜒k3 + (𝛿 − 𝜒)k4 + (𝛿 − 𝜒)k5C
0

i + (𝛿 − 𝜒)k7

}
(19.16)

and

V = U + RolI (19.17)

that is, the polarization behavior is calculated as the dependence I(V). As the actual value
of U, a value will be chosen at which V equals the prescribed value, because no outer layer
is assumed to exist in the experiment or in this analysis. Practically, the task is reduced
to the solution of a single equation V = U + RolI(U) relative to the unknown value U (the
voltage at the bl/ol interface).

It can be seen that, if there is a code for calculating the admittance of the system in the
absence of the outer layer, Y0

F , then the admittance can be calculated in the presence of
the outer layer, YF , by using Equation (19.10), assuming that Y0

F is calculated at the steady

state applied potential that equals U (but not V).
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19.2.1 Calculation of Y0
F

As follows from Equation (19.3), we have, in the linear form:

Y0
F = 𝛿I

𝛿U
= ΔI

ΔU
= IU + IL

ΔL
ΔU

+ IL
v

ΔCL
v

ΔU
+ I0

i

ΔC0
i

ΔU
(19.18)

where

IU = F
{
𝜒a1k1C

L

v + 𝜒k2a2 + 𝜒k3a3 + (𝛿 − 𝜒)k4a4 + (𝛿 − 𝜒)k5a5C
0

i + (𝛿 − 𝜒)k7a7

}
(19.19)

IL = F
{
𝜒b1k1C

L

e + 𝜒k2b2 + 𝜒k3b3

}
(19.20)

IL
v = F𝜒k1 (19.21)

I0
i = F(𝛿 − 𝜒)k5 (19.22)

Here, it is assumed that U = U + 𝛿U = U + ΔUej𝜔t and the four terms on the right side are
identified as arising from relaxations with respect to the applied potential V, the thickness

of the barrier layer with respect to the voltage at the bl/ol interface, U, cation vacancies, C
L

𝜈
,

and cation interstitials, C
0

i , respectively. Note the absence of a term for the relaxation of
oxygen vacancies because, again, the concentration of oxygen vacancies does not appear
in the current [Equation (19.3)], as a consequence of assuming Reaction (3) in Figure 19.1
to be irreversible.

It is now possible to calculate ΔL
ΔU

,
ΔCL

v

ΔU
and

ΔC0
i

ΔU
. It is convenient to start with ΔL

ΔU
. The rate

of change of the thickness of the barrier layer is described by Equation (19.11). Accordingly,
by taking the total differential, we have

d𝛿L
dt

= j𝜔ΔLej𝜔t = Ω𝛿k3 − Ω𝛿k7 = Ω(k3a3𝛿U − k3b3𝛿L) − Ωk7a7𝛿V (19.23)

or

LU ≡ ΔL
ΔU

=
Ω(k3a3 − k7a7)

j𝜔 + Ωk3b3

(19.24)

which is the result that we desire.

19.2.2 Calculation of
𝚫C0

i

𝚫U

The flux density of interstitials is

Ji = −Di
𝜕Ci

𝜕x
− 𝜒DiKCi (19.25)

Here, Di is the diffusion coefficient of the cation interstitials, K = F𝜀/RT, where 𝜀 is
the electric field strength inside the barrier layer, and T is the temperature. The continuity
equation is

𝜕Ci

𝜕t
= Di

𝜕2Ci

𝜕x2
+ 𝜒DiK

𝜕Ci

𝜕x
(19.26)
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with the boundary conditions

− k5Ci = −Di
𝜕Ci

𝜕x
− 𝜒DiKCi at x = 0 (19.27)

Substitution Ci = Ci + ΔCie
j𝜔t into Equations (19.25–19.27) and linearization of the

boundary conditions relative to ΔU and ΔL yields:

j𝜔ΔCi =
𝜕2ΔCi

𝜕x2
+ 𝜒DiK

𝜕ΔCi

𝜕x
(19.28)

or

− k5(C
0

i a5ΔU + ΔC
0

i ) = −Di

(
𝜕ΔCi

𝜕x

)
x=0

− 𝜒DiKΔC0
i at x = 0 (19.29)

− k2(a2ΔU − b2ΔL) = −Di

(
𝜕ΔCi

𝜕x

)
x=L

− 𝜒DiKΔCL
i at x = L (19.30)

An analytical solution of the linear boundary problem [Equations (19.28–19.30)] can be
easily obtained and the sought value ΔC0

i ∕ΔU can be presented in the following form:

ΔC0
i

ΔU
= A + B

ΔU
= ΔC0

iU + ΔC0
iL
ΔL
ΔU

(19.31)

where

ΔC0
iU =

b1U(a22 − a21) + b2U(a11 − a12)

a11a22 − a12a21
(19.32)

ΔC0
iL =

b2L(a11 − a12)

a11a22 − a12a21
(19.33)

r1,2 =
−𝜒K ±

√
𝜒2K2 + 4j𝜔∕Di

2
(19.34)

a11 = (r1 + 𝜒K)Di − k5, a12 = (r2 + 𝜒K)Di − k5,

a21 = (r1 + 𝜒K)Die
r1L, a22 = (r2 + 𝜒K)Die

r2L
(19.35)

b1U = k5a5C
0

i , b2U = k2a2, b2L = −k2b2 (19.36)

The reader should note that the expressions given above for cation interstitials are exactly
the same for oxygen vacancies, with the oxidation number,𝜒 , being replaced by 2, Subscript
2 being replaced by Subscript 3, and Subscript 5 being replaced by Subscript 6, so as to
identify the correct reactions in Figure 19.1.

19.2.3 Calculation of
𝚫CL

v

𝚫U

By analogy it can be shown that:

ΔCL
𝜈

ΔU
= Aer1L + Ber2L

ΔU
= ΔCL

vU + ΔCL
vL

ΔL
ΔU

ΔL (19.37)
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where

ΔCL
vU =

(b1Ua22 − b2Ua12)er1L + (b2Ua11 − b1Ua21)er2L

a11a22 − a12a21
(19.38)

ΔCL
vL =

b2La11er2L − b2La12er1L

a11a22 − a12a21
(19.39)

r1,2 =
𝜒K ±

√
𝜒2K2 + 4j𝜔∕Dv

2
(19.40)

where

a11 = (r1 − 𝜒K)Dv, a12 = (r2 − 𝜒K)Dv,

a21 = [(r1 − 𝜒K)Dv + k1]er1L, a22 = [(r2 − 𝜒K)Dv + k1]er2L
(19.41)

b1U = −k4a4, b2U = −k1a1C
L

v , b2L = k1C
L

v b1 (19.42)

By substituting Equations (19.24), (19.31) and (19.37) into Equation (19.18), we have the
final result

Y0
F = IU + ILLU + IL

v (ΔCL
vU + ΔCL

vLLU) + I0
i (ΔC0

iU + ΔC0
iLLU) (19.43)

19.3 The Passivation of Copper in Sulfide-Containing Brine

The Scandinavian plan for the disposal of high-level nuclear waste (HLNW) calls for
the encapsulation of spent nuclear fuel in a crystalline bedrock repository at a depth of
about 500 m. The current plan calls for the emplacement of spent fuel in an inner cast-
iron canister shielded with a 50 mm-thick outer layer made of copper [22–24]. After
emplacement of the canisters in the boreholes in the floors of the drifts (tunnels), the
remaining space will be backfilled with a compacted bentonite clay buffer [22]. The role
of the inner cast-iron layer is to provide mechanical strength as well as radiation shielding,
while the copper outer layer provides corrosion protection. In the anoxic groundwater
environment, corrosion mechanisms involving sulfides have been identified to be important
in controlling the canisters’ lifetime [24]. Sulfide species, such as bisulfide ion (HS−), are
present in groundwater in the near-field environment, and hence in the vicinity of the copper
canisters, thereby causing corrosion and reducing their lifetimes.

Figure 19.2 displays the potentiodynamic polarization of copper in a deaerated 0.1 M
NaCl + 2 × 10−4 M Na2S⋅9H2O solution at 25 ◦C, as measured in the present studies.
A broad passive range of potential is seen, starting from −0.6 (the potential related to the
formation of copper sulfide) and extending up to+0.15 V versus SHE. Four potentials within
the passive region were selected for the impedance analysis, namely −0.495 V, −0.395 V,
−0.205 V and −0.195 V versus SHE, with the electrode being controlled potentiostatically
at these potentials for the entire time of the experiments.

A modified point defect model for the formation of the bi-layer Cu/Cu2S/CuS passive
films on copper in the sulfide-containing solutions is proposed. The physico-chemical basis
of the modified PDM is shown in Figure 19.3. In all previous systems this model was
applied to the formation and dissolution of the passive oxide films on different metals, but



358 Developments in Electrochemistry

10–3

10–4

10–5
I /

 A

10–6

10–7

10–8
–0.8 –0.6 –0.4 –0.2

E vs. SHE / V

0.0 0.2

T = 25°C

0.4

Figure 19.2 Potentiodynamic polarization curves of Cu in a deaerated 0.1 M NaCl + 2 ×
10−4 M Na2S⋅9H2O solution at 25 ◦C. Scan rate = 1 mV s−1.

Metal / Barrier Oxide Layer Outer Layer/Solution

(1) Cu + V𝜒′
Cu

k1−−−−→ CuCu + vCu + 𝜒e′ (4) CuCu

k4−−−−→ Cu𝛿 + V𝜒′
Cu + (𝛿 − 𝜒 ) e′

| |
(2) Cu

k2−−−−→ Cu𝜒
+

i + vCu + 𝜒e′ (5) Cu𝜒
+

i

k5−−−−→ Cu𝛿
+ + (𝛿 − 𝜒 )e′

| |
(3) Cu

k3−−−−→ CuCu +
x
2

VS− + 𝜒e′ (6) VS− + HS− k6−−−−→ SS + H+

| |
(7) CuS𝜒∕2 +

x
2

H+ k7−−−−→ Cu𝛿+ + x
2

HS− + (𝛿 − 𝜒 ) e′

| |
(x = L) (x = 0)

Figure 19.3 Interfacial defect generation/annihilation reactions that are postulated to occur
in the growth of anodic barrier sulfide films according to the Point Defect Model. V𝜒′

Cu ≡
cation vacancy on the metal sublattice of the barrier layer; Cu𝜒+i ≡ cuprous cation interstitial;
CuCu ≡ cuprous cation in cation site on the metal sublattice of the Cu2S barrier layer; V ⋅⋅

S ≡
sulfur vacancy on the anion sublattice of the barrier layer; SS ≡ sulfur anion on the anion
sublattice of the barrier layer; Cu𝛿+ ≡ cuprous cation in solution.
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Figure 19.4 Experimental and simulated Nyquist and Bode plots for copper in a deaerated
0.1 M NaCl + 2 × 10−4 M Na2S⋅9H2O, T = 25 ◦C as a function of applied potential. The solid
lines show the best fit calculation according to the PDM.

in the present study a model for the growth and dissolution of passive sulfide films was
proposed for the first time.

Figures 19.4 and 19.5 show typical experimental electrochemical impedance spectra for
the passive sulfide film on copper in a deaerated 0.1 M NaCl + 2 × 10−4 M Na2S⋅9H2O
solution at 25 ◦C. The best fit results, calculated from the parameters obtained from
optimization of the proposed mechanism based on the modified PDM (Figure 19.3), as
listed in Tables 19.2 and 19.3, are also included in these figures as solid lines. It can be seen
that the correlation between the experiment and the model is fairly good, indicating that
the proposed model can provide a reasonable account of the observed experimental data. It
should be noted that the obtained parameters should not only reproduce the experimental
impedance spectra but also deliver values that are physically reasonable. The obtained
kinetic parameters, such as the standard rate constants, transfer coefficients and defect
diffusivities listed in Tables 19.2 and 19.3, show no systematic dependency on the applied
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Figure 19.5 Experimental and simulated Nyquist and Bode plots for copper in a deaerated
0.1 M NaCl + 2 × 10−4 M Na2S⋅9H2O, T = 25 ◦C as a function of applied potential. The solid
lines show the best fit calculation according to the PDM.

Table 19.2 Averaged kinetic parameters obtained from PDM
optimization on impedance data for copper in a deaerated
0.1 M NaCl + 2 × 10−4 M Na2S⋅9H2O, at 25 ◦C.

Parameter Value Dimensions

𝛼 0.26 ± 0.02 —
𝛼1 0.44 ± 0.02 —
𝛼3 0.21 ± 0.02 —
𝛼4 0.07 ± 0.03 —
k1 3.5 ± 0.1 × 10−07 (s−1)
k2 1.8 ± 0.1 × 10−16 (mol cm2 s−1)
k3 2.4 ± 0.2 × 10−11 (mol cm2 s−1)
k4 7.8 ± 0.6 × 10−13 (mol cm2 s−1)
k7 7.3 ± 0.2 × 10−13 (mol cm2 s−1)
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potential as required by the fundamental electrochemical kinetic theory. This is a good test
of viability of the proposed model and the obtained parameters.

As mentioned in Section 19.2, the rate of change of the barrier layer thickness that forms
on a metal surface can be expressed as:

dL
dt

= Ωk0
3ea3Veb3LeC3pH − Ωk0

7

(
CH+

C0
H+

)n

ea7VeC7pH (19.44)

where Ω is the molar volume of the barrier layer per cation, CH+ is the concentration of
hydrogen ions, C0

H+ is the standard state concentration, and n is the kinetic order of the
barrier layer dissolution reaction with respect to H+. Definitions of the other parameters
are listed in Table 19.2. It should be mentioned that, since the pH of the solution was higher
than the pH of zero charge for Cu2S and CuS dissolution (PZC < 3.5 [25]), n should be
a negative value as it is obtained in the optimization. Another point to be noted is that the
rate of the dissolution reaction is potential-dependent if the oxidation state of copper in the
barrier layer is different from its oxidation state in the solution. However, under an anoxic
condition, the oxidation state of copper in both phases is +1, and therefore the rate of film
dissolution is considered to be potential-independent.

Under steady-state conditions, dL
dt

= 0 and the steady-state thickness of the barrier layer
can be derived as

Lss =
[1 − 𝛼

𝜀

]
V +

[
2.303n
𝛼3𝜀𝜒𝛾

− 𝛽

𝜀

]
pH + 1

𝛼3𝜀𝜒𝛾
ln

(
k0

3

k0
7

)
(19.45)

Figure 19.6a shows a comparison of the calculated steady-state thickness of the barrier
layer with the experimental results as a function of applied potential, while the steady-state
current for passive copper in sulfide-containing sodium chloride solution calculated from
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Figure 19.6 Plots of the calculated and experimental steady-state barrier layer thickness as
a function of potentials for copper in a deaerated 0.1 M NaCl + 2 × 10−4 M Na2S⋅9H2O at
25 ◦C.
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the parameters obtained from the PDM optimization is shown in Figure 19.6b. As seen
from this figure, there is a linear dependence of log(Iss) on the applied potential, which
is consistent with the PDM diagnostic criteria for p-type passive films. The parameters
obtained from the PDM optimization listed in Tables 19.2 and 19.3 were used to calculate,
theoretically, the steady-state properties (thickness and passive current density) of the barrier
layer using Equations (19.16) and (19.45). In order to calculate the experimental steady-
state thickness, the well-known parallel plate capacitance formula was used [Equation
(19.46)], assuming a value of the capacitance from the high-frequency (1 kHz) imaginary
part of the experimental impedance data.

C = �̃�𝜀0

d
(19.46)

where �̃� is the dielectric constant (calibrated based on the obtained thickness, �̃� = 724),
𝜀0 = 8.85 × 10−14 (in F cm−1) is the vacuum permittivity, d is the thickness of the film
(in cm), and C is the capacitance (in F cm−2). As can be seen, the thickness of the barrier
layer increases with applied potential, as predicted by the PDM [26]. A good agreement was
obtained between the calculated and experimental thickness, except at the lowest potential,
which is closest to the active-to-passive transition (Figure 19.2); it is also possible that
the barrier layer had not fully developed at that potential. This postulate is somewhat
supported by the fact that instabilities were observed in the impedance measurements at
that potential.

19.4 Summary and Conclusions

In this chapter, the application of the point defect model for analyzing impedance data for
passive metal systems has been detailed. The feasibility of deriving an impedance version of
the PDM, and of optimizing the model upon experimental impedance data to extract values
for important model parameters, has also been demonstrated. These, in turn, were used to
calculate the steady-state barrier layer thickness and passive current density as a function
of voltage. These studies have provided a scientific basis for estimating the lifetimes of
copper canisters in crystalline rock repositories in Sweden for the disposal of HLNW.
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Randles-Ševčik relationship, 37, 38–9
reaction engineering, 96
reaction intermediates

organic compounds, 80–4
surface-enhanced Raman spectroscopy,

154–6
reactor design, 96
reciprocal space, 265
redox flow batteries, 106–7, 108
reference electrodes, 312
Regenesys battery, 107, 108
repassivation, 286–7
rocking curve, 264–6, 265
room-temperature ionic liquids (RTIL),

167–8
ruthenium, 120–1
rutile, 332

scanning electrochemical microscopy
(SECM)

AC impedance and, 232–3
applications, 234
atomic force microscopy and, 232
direct mode, 230
history, 230–1
intermittent contact, 232
mass transport variation, 234
picking mode, 231
scanning ion conductance microscopy

and, 232
shear force, 231–2
tip geometries, 233
tip position modulation, 231



Index 375

scanning electron microscopy (SEM), 322
scanning ion conductance microscopy

(SICM), 232
scanning tunneling microscopy (STM),

114
scanning tunneling microscopy (STM),

114, 163–4, 230
aqueous solutions, 167
chemical sensitivity, 176
jump-to-contact process, 174
principle of operation, 164–6
room-temperature ionic liquids (RTIL),

167–70
spatial resolution, 163–4
surface nanostructuring, 173–6

Schottky’s theorem, 202
Schwinger, Julian, 246
selective fluorination, 84–5
semi-integration, 29–32, 34, 38, 38–9

limitations, 31–2
semiconductors, 332, 332–4

charge transfer, 337
electron-hole recombination, 338–9
Fermi level splitting, 339–40
light-driven water splitting, 341–3

shear force SECM, 231
shell-isolated nanoparticle-enhanced

Raman Spectroscopy (SHINERS),
123–4, 140

copper corrosion, 149
silicon wafers, 282
silicon-germanium, 323
silver, 72

electroplating additives, 146
iron corrosion and, 150
on iron electrodes, 151
nanoparticles, 121, 305
on platinum electrodes, 315
pyridine reduction on, 139
SERS, 118
water adsorption, 143

silver electrodes, 116, 153–4, 271
scanning tunneling microscopy,

167
silver nitrate, 315
silver sulfate, 67

simulations
cyclic voltammetry, 28–9

quality of agreement, 29
ion transfer, 304

single-crystal surfaces, 184–6, 194–7
surface X-ray scattering (SXS), 275

SNPE, 88
sodium chloride, 103
sodium hydroxide, 103, 104
soft interfaces, 295–6
software, 28–9, 235
solar energy, 331
solar fuels, 331
solid-electrolyte interface, 152
solvents, 28, 125
Southampton Group, 3, 67, 78, 113
space charge layer, 337, 338
space-time yield, 100
square wave voltammetry, 32, 33
stainless steel, 209–10
staircase voltammetry, 24–5
standard hydrogen electrode (SHE), 299
stress corrosion cracking (SCC), 213
stripping analysis, 224–5, 225
substrate generation-tip collection, 230
subtractively normalized interfacial

Fourier transform infrared
spectroscopy (SNIFTIRS), 186–8,
195, 196

succinic acid, 175–6
sulfur, 197–8
sum frequency generation (SFG), 114,

193–4
supercritical fluids, 314–21, 316

applications, 321–2
critical temperatures, 316
definition, 314–15
early studies, 315–16
electrodeposition from, 321
transport properties, 315

supersaturation, 67–8
surface differential diffraction (SDD), 271,

305
surface nanostructuring, 173–6
surface plasmon resonance, 118
surface recombination, 339



376 Index

surface water, 141–3
surface X-ray scattering (SXS), 266

high surface area electrodes, 275–7
interfacial water, 266–7
ion adsorption, 268
oxide/hydroxide formation, 268–70
single-crystal surfaces, 275

surface-enhanced IR absorption
spectroscopy (SEIRAS), 190–3

surface-enhanced Raman spectroscopy
(SERS), 4, 113, 114, 262–3

borrowed SERS activity, 121–3
distance dependence, 120–1
early history, 116–17
electrochemical double layer,

124–5
electrolyte solutions, 125
electromagnetic enhancement,

118–19
electroplating additives, 146–7
experimental setup, 127
hydrogen evolution reaction (HER),

189–90
interfacial water, 141–3
iron corrosion, 149–51
lithium batteries, 152–4
material dependence, 119
measurement procedures, 125–7
nanoparticle size and shape, 121
principles and methods, 117–18
pyridine, 117, 117
pyridine adsorption, 138–41
Raman intensity, 115
reaction intermediates, 154–6
SERS intensity, 118
substrate preparation, 128–31
surface enhancement factor, 117
thiourea and inorganic anion

adsorption, 143–6
wavelength dependence, 119–20

surface-extended X-ray absorption fine
structure (SEXAFS), 261

surfactants, 228
Symons process, 84
synchrotron, 264–6

Tafel extrapolation, 209
tantalum, 271
TEMPO, 80
tetrabutylammonium

hexafluorophosphate, 318
tetrabutylammonium iodide, 316
tetrachlorohydroquinone, 301
tetracyanodimethane (TCNQ), 305
tetramethoxyfuranose, 83
5,10,15,20-tetraphenyl21H,23H-porphine,

301
tetrathiafulvalene, 305
thiourea, 125, 143–6, 146, 208
3D electrodes, 100–1
3DDC processes, 68–9, 208
tiaprofenic acid, 88
tip position modulation, 231
tip-enhanced Raman spectroscopy, 123,

177
titanium dioxide, 332, 335–6
tolyltriazole, 148
transition metals, 119
transmutation, 257
tribocorrosion, 281–2, 291–2

depassivation, 284–6
particle-surface reactions, 283

tritium, 256–7
tunneling electron microscopy, 289
tunneling see quantum tunneling
tunneling current, 165
two-phase electrolysis, 85–6

ultrahigh vacuum (UHV), 185–6,
261

ultramicroelectrodes, 223
underpotential deposition, 122

hydrogen, 185, 197
lead on silver, 272–3
mercury on gold, 272
monolayers, 270–5
tantalum on silver, 271

United States Navy, 254

valinomycin, 298
Van der Walls forces, 166



   

Index 377

vibrational spectroscopy, 177
vitreous carbon see glassy carbon
Volmer-Tafel mechanism, 192
voltammograms, 24–5, 304

double-layer capacitance, 27–8
semi-integration, 31

waste products, 90
water, 141–3, 266–7

electrolysis, 183–4
supercritical, 316

water-splitting, 305
Williams, David, 4, 5
W.R. Grace & Co., 80

X-ray diffraction (XRD)
early work, 262–3
electrode surfaces, 275–7
synchrotron-based, 264–6

X-ray photoelectron spectroscopy (XPS),
261

X-ray voltammograms (XRV), 268
X-rays, 257
XL200 cell, 107

yttria-stabilized zirconia, 312–13

zero gap cells, 101–2, 102
zinc oxide, 335


	Developments in Electrochemistry
	Contents
	List of Contributors
	1 Martin Fleischmann – The Scientist and the Person
	The Publications of Martin Fleischmann

	2 A Critical Review of the Methods Available for Quantitative Evaluation of Electrode Kinetics at Stationary Macrodisk Electrodes
	2.1 DC Cyclic Voltammetry
	2.1.1 Principles
	2.1.2 Processing DC Cyclic Voltammetric Data
	2.1.3 Semiintegration

	2.2 AC Voltammetry
	2.2.1 Advanced Methods of Theory–Experiment Comparison

	2.3 Experimental Studies
	2.3.1 Reduction of [Ru(NH3)6]3+ in an Aqueous Medium
	2.3.2 Oxidation of FeII(C5H5)2 in an Aprotic Solvent
	2.3.3 Reduction of [Fe(CN)6]3− in an Aqueous Electrolyte

	2.4 Conclusions and Outlook
	References

	3 Electrocrystallization: Modeling and Its Application
	3.1 Modeling Electrocrystallization Processes
	3.2 Applications of Models
	3.2.1 The Deposition of Lead Dioxide
	3.2.2 The Electrocrystallization of Cobalt

	3.3 Summary and Conclusions
	References

	4 Nucleation and Growth of New Phases on Electrode Surfaces
	4.1 An Overview of Martin Fleischmanns Contributions to Electrochemical Nucleation Studies
	4.2 Electrochemical Nucleation with Diffusion-Controlled Growth
	4.3 Mathematical Modeling of Nucleation and Growth Processes
	4.4 The Nature of Active Sites
	4.5 Induction Times and the Onset of Electrochemical Phase Formation Processes
	4.6 Conclusion
	References

	5 Organic Electrosynthesis
	5.1 Indirect Electrolysis
	5.2 Intermediates for Families of Reactions
	5.3 Selective Fluorination
	5.4 Two-Phase Electrolysis
	5.5 Electrode Materials
	5.6 Towards Pharmaceutical Products
	5.7 Future Prospects
	References

	6 Electrochemical Engineering and Cell Design
	6.1 Principles of Electrochemical Reactor Design
	6.1.1 Cell Potential
	6.1.2 The Rate of Chemical Change

	6.2 Decisions During the Process of Cell Design
	6.2.1 Strategic Decisions
	6.2.2 Divided and Undivided Cells
	6.2.3 Monopolar and Bipolar Electrical Connections to Electrodes
	6.2.4 Scaling the Cell Current
	6.2.5 Porous 3D Electrode Structures
	6.2.6 Interelectrode Gap

	6.3 The Influence of Electrochemical Engineering on the Chlor-Alkali Industry
	6.4 Parallel Plate Cells
	6.5 Redox Flow Batteries
	6.6 Rotating Cylinder Electrode Cells
	6.7 Conclusions
	References

	7 Electrochemical Surface-Enhanced Raman Spectroscopy (EC-SERS): Early History, Principles, Methods, and Experiments
	7.1 Early History of Electrochemical Surface-Enhanced Raman Spectroscopy
	7.2 Principles and Methods of SERS
	7.2.1 Electromagnetic Enhancement of SERS
	7.2.2 Key Factors Influencing SERS
	7.2.3 “Borrowing SERS Activity” Methods
	7.2.4 Shell-Isolated Nanoparticle-Enhanced Raman Spectroscopy

	7.3 Features of EC-SERS
	7.3.1 Electrochemical Double Layer of EC-SERS Systems
	7.3.2 Electrolyte Solutions and Solvent Dependency

	7.4 EC-SERS Experiments
	7.4.1 Measurement Procedures for EC-SERS
	7.4.2 Experimental Set-Up for EC-SERS
	7.4.3 Preparation of SERS Substrates

	Acknowledgments
	References

	8 Applications of Electrochemical Surface-Enhanced Raman Spectroscopy (EC-SERS)
	8.1 Pyridine Adsorption on Different Metal Surfaces
	8.2 Interfacial Water on Different Metals
	8.3 Coadsorption of Thiourea with Inorganic Anions
	8.4 Electroplating Additives
	8.5 Inhibition of Copper Corrosion
	8.6 Extension of SERS to the Corrosion of Fe and Its Alloys: Passivity
	8.6.1 Fe-on-Ag
	8.6.2 Ag-on-Fe

	8.7 SERS of Corrosion Inhibitors on Bare Transition Metal Electrodes
	8.8 Lithium Batteries
	8.9 Intermediates of Electrocatalysis
	Acknowledgments
	References

	9 In-Situ Scanning Probe Microscopies: Imaging and Beyond
	9.1 Principle of In-Situ STM and In-Situ AFM
	9.1.1 Principle of In-Situ STM
	9.1.2 Principle of In-Situ AFM

	9.2 In-Situ STM Characterization of Surface Electrochemical Processes
	9.2.1 In-Situ STM Study of Electrode–Aqueous Solution Interfaces
	9.2.2 In-Situ STM Study of Electrode–Ionic Liquid Interface

	9.3 In-Situ AFM Probing of Electric Double Layer
	9.4 Electrochemical STM Break-Junction for Surface Nanostructuring and Nanoelectronics and Molecular Electronics
	9.5 Outlook
	References

	10 In-Situ Infrared Spectroelectrochemical Studies of the Hydrogen Evolution Reaction
	10.1 The H+/H2 Couple
	10.2 Single-Crystal Surfaces
	10.3 Subtractively Normalized Interfacial Fourier Transform Infrared Spectroscopy
	10.4 Surface-Enhanced Raman Spectroscopy
	10.5 Surface-Enhanced IR Absorption Spectroscopy
	10.6 In-Situ Sum Frequency Generation Spectroscopy
	10.7 Spectroscopy at Single-Crystal Surfaces
	10.8 Overall Conclusions
	References

	11 Electrochemical Noise: A Powerful General Tool
	11.1 Instrumentation
	11.2 Applications
	11.2.1 Elementary Phenomena
	11.2.2 Bioelectrochemistry
	11.2.3 Electrocrystallization
	11.2.4 Corrosion
	11.2.5 Other Systems

	11.3 Conclusions
	References

	12 From Microelectrodes to Scanning Electrochemical Microscopy
	12.1 The Contribution of Microelectrodes to Electroanalytical Chemistry
	12.1.1 Advantages of Microelectrodes in Electroanalysis
	12.1.2 Microelectrodes and Electrode Materials
	12.1.3 New Applications of Microelectrodes in Electroanalysis

	12.2 Scanning Electrochemical Microscopy (SECM)
	12.2.1 A Brief History of SECM
	12.2.2 SECM with Other Techniques
	12.2.3 Tip Geometries and the Need for Numerical Modeling
	12.2.4 Applications of SECM

	12.3 Conclusions
	References

	13 Cold Fusion After A Quarter-Century: The Pd/D System
	13.1 The Reproducibility Issue
	13.2 Palladium–Deuterium Loading
	13.3 Electrochemical Calorimetry
	13.4 Isoperibolic Calorimetric Equations and Modeling
	13.5 Calorimetric Approximations
	13.6 Numerical Integration of Calorimetric Data
	13.7 Examples of Fleischmanns Calorimetric Applications
	13.8 Reported Reaction Products for the Pd/D System
	13.8.1 Helium-4
	13.8.2 Tritium
	13.8.3 Neutrons, X-Rays, and Transmutations

	13.9 Present Status of Cold Fusion
	Acknowledgments
	References

	14 In-Situ X-Ray Diffraction of Electrode Surface Structure
	14.1 Early Work
	14.2 Synchrotron-Based In-Situ XRD
	14.3 Studies Inspired by Martin Fleischmanns Work
	14.3.1 Structure of Water at the Interface
	14.3.2 Adsorption of Ions
	14.3.3 Oxide/Hydroxide Formation
	14.3.4 Underpotential Deposition (upd) of Monolayers
	14.3.5 Reconstructions of Single-Crystal Surfaces
	14.3.6 High-Surface-Area Electrode Structures

	14.4 Conclusions
	References

	15 Tribocorrosion
	15.1 Introduction and Definitions
	15.1.1 Tribocorrosion
	15.1.2 Erosion

	15.2 Particle–Surface Interactions
	15.3 Depassivation and Repassivation Kinetics
	15.3.1 Depassivation
	15.3.2 Repassivation Rate

	15.4 Models and Mapping
	15.5 Electrochemical Monitoring of Erosion–Corrosion
	15.6 Tribocorrosion within the Body: Metal-on-Metal Hip Joints
	15.7 Conclusions
	Acknowledgments
	References

	16 Hard Science at Soft Interfaces
	16.1 Charge Transfer Reactions at Soft Interfaces
	16.1.1 Ion Transfer Reactions
	16.1.2 Assisted Ion Transfer Reactions
	16.1.3 Electron Transfer Reactions

	16.2 Electrocatalysis at Soft Interfaces
	16.2.1 Oxygen Reduction Reaction (ORR)
	16.2.2 Hydrogen Evolution Reaction (HER)

	16.3 Micro- and Nano- Soft Interfaces
	16.4 Plasmonics at Soft Interfaces
	16.5 Conclusions and Future Developments
	References

	17 Electrochemistry in Unusual Fluids
	17.1 Electrochemistry in Plasmas
	17.2 Electrochemistry in Supercritical Fluids
	17.2.1 Applications of SCF Electrochemistry

	17.3 Conclusions
	Acknowledgments
	References

	18 Aspects of Light-Driven Water Splitting
	18.1 A Very Brief History of Semiconductor Electrochemistry
	18.2 Thermodynamic and Kinetic Criteria for Light-Driven Water Splitting
	18.3 Kinetics of Minority Carrier Reactions at Semiconductor Electrodes
	18.4 The Importance of Electron–Hole Recombination
	18.5 Fermi Level Splitting in the Semiconductor–Electrolyte Junction
	18.6 A Simple Model for Light-Driven Water-Splitting Reaction
	18.7 Evidence for Slow Electron Transfer During Light-Driven Water Splitting
	18.8 Conclusions
	Acknowledgments
	References

	19 Electrochemical Impedance Spectroscopy
	19.1 Theory
	19.2 The Point Defect Model
	19.2.1 Calculation of 
	19.2.2 Calculation of 
	19.2.3 Calculation of 

	19.3 The Passivation of Copper in Sulfide-Containing Brine
	19.4 Summary and Conclusions
	Acknowledgments
	References

	Index



